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## Chapter 1

## Introduction

First let me try to state in clear terms exactly what [Godel] proved, since some of us may have sort of a fuzzy idea of his proof [of Second Incompleteness Theorem], or have heard it from someone with a fuzzy idea of the proof ...

Charles Kendrick

Looking for a ( $I \Delta_{0}+E x p$ )-derivable $\Pi_{1}$-formula which is not provable in $I \Delta_{0}$, Paris and Wilkie wrote in [11], 1981: "Presumably $I \Delta_{0} \nvdash \operatorname{CFCon}\left(I \Delta_{0}\right)$ although we do not know this at present" in which CFCon is "Cut-Free Consistency".

A more general problem was mentioned later in 1985 by Pudlak, as he puts in [12]: "we know only that $T \nvdash H \operatorname{Con}(T)$ for $T$ containing at least $I \Delta_{0}+E x p$, for weaker theories it is an open problem".

If the theory under consideration, let us call it $T$, is too weak, then $\operatorname{HCon}(T)$ is just a complicated formula, meaningless in $T$, i.e. $T$ can not show its (even elementary) properties, c.f. [4].

But for the $I \Delta_{0}$ case, things are different: in [6] the authors have developed coding of sets and sequences in $I \Delta_{0}$ and have formalized syntatical concepts like terms, proof, etc such that $I \Delta_{0}$ can prove some of their primitive properties, see also [17]. It follows that $I \Delta_{0}$ can recognize Herbrand Consistency (HCon) so a question like " $I \Delta_{0} \vdash$ ? $H \operatorname{Con}\left(I \Delta_{0}\right)$ " could be of interest.

Adamowicz showed $I \Delta_{0}+\Omega_{1} \nvdash H C o n\left(I \Delta_{0}+\Omega_{1}\right)$ in an unpublished paper (a preprint, [3]) and later showed $I \Delta_{0}+\Omega_{2} \nvdash \operatorname{HCon}\left(I \Delta_{0}+\Omega_{2}\right)$ with two different methods, one with Zbierski (see [1] and [2].)

Paris and Wilkie's conjecture has been proved by Willard, who has shown in [20] that Tableaux Consistency of $I \Delta_{0}$ is not provable in $I \Delta_{0}$. In an earlier paper [19], Willard showed that the Second Incompleteness Theorem for an axiom system $\mathrm{Q}+\mathrm{V}$, where V is a fixed $\Pi_{1}$ sentence. Willard pointed out also in [19] that this generalization of the Second Incompleteness Theorem holds for all finite extensions of $\mathrm{Q}+\mathrm{V}$ and very broad classes of infinite extensions of it, as well. $I \Delta_{0}+V$ turns out to fall into the last category and has the property that V is a theorem of $I \Delta_{0}$. This means that $I \Delta_{0}+V$ is an alternate axiomatization of $I \Delta_{0}$ (this point is not stated in [19] explicitly). The sentence $V$ there has a complicated structure.

In this thesis we show a (kind of) weak $\Sigma_{1}$-completeness of Herbrand Consistency of (certain) weak arithmetics. As easy corollaries, these theorems imply Godel's Second Incompleteness Theorem for Herbrand Consistency of those arithmetics. In particular it is shown that $I \Delta_{0}$ does not prove Herbrand Consistency of an axiomatization of $I \Delta_{0}$. Our results for Cut-Free Herbrand Consistency are roughly analogous to Willard's theorem from [20] about $I \Delta_{0}$ 's cut-free Incompleteness properties, except that one aspect of our formalism requires a certain re-axiomization of $I \Delta_{0}$, called later $\overline{\overline{I \Delta_{0}}}$. Our reaxiomatization of $I \Delta_{0}$ is simpler than Willard's $I \Delta_{0}+V$ from [19]. Our work was done subsequent to [19], but it was done in parallel (and independently) of the additional theorems now appearing in Willard's second and more recent paper [20].

Overall, our results answer the problem mentioned by Pudlak for some theories $T$. For (some) other theories, it is answered by Adamowicz and Zbierski [1], Adamowicz [2], [3], and Willard [18], [19], [20].

In Chapter 2 we introduce the basic definitions which will be used throughout. They are formalized afterward and two important examples illustrate the ideas and their motivations. Importance of the first example is that Adamowicz and Zbierski's question 2 in [1] can be answered by it, and the second example illustrates a useful technique used in Chapter 4.

In the third Chapter a weak form of formalized $\Sigma_{1}$-completeness theorem is
proved for Herbrand Consistency (of an axiomatization) of $I \Delta_{0}$, by which the theorem $I \Delta_{0} \nvdash H C o n\left(\overline{\overline{I \Delta_{0}}}\right)$, where $\overline{\overline{I \Delta_{0}}}$ is a certain axiomatization of $I \Delta_{0}$, can be shown.

In Chapter $4^{1}$ we show $T \nvdash H C o n(T)$ with the usual axiomatization of $T$ where the theory $T$ is properly between $I \Delta_{0}$ and $I \Delta_{0}+\Omega_{1}$ (denoted by $I \Delta_{0}+\Omega$ introduced in Chapter 2.)

And finally in Chapter 5, relations of our definitions are compared with earlier notions introduced by Adamowicz. And Adamowicz's model-theoretic proof of $I \Delta_{0}+\Omega_{2} \nvdash \operatorname{HCon}\left(I \Delta_{0}+\Omega_{2}\right)$ in [2] is generalized for $I \Delta_{0}+\Omega_{1}$ (according to our definitions) as well.

So, summing up, we show:

Chapter 3, $I \Delta_{0}$ does not prove Herbrand Consistency of a certain axiomatization of $I \Delta_{0}$.

Chapter 4, Insisting on having "usual axiomatization ${ }^{2}$ of arithmetic" it is shown that $I \Delta_{0}+\Omega$, a proper subtheory of $I \Delta_{0}+\Omega_{1}$, does not prove its own Herbrand Consistency.

[^0]Chapter 5, $I \Delta_{0}+\Omega_{1}$ does not prove its own Herbrand Consistency (again its usual axiomatization is taken.) Here a different proof (originated by Adamowicz for $I \Delta_{0}+\Omega_{2}$, which is not based on diagonalization) is given.

A part of this thesis was presented as a talk in Logic Colloquium 2001, Vienna ([14]) also in the Student Session of ESSLLI 2001, Helsinki ([13]).

Key Words: Bounded Induction, Skolem Functions, Herbrand's Theorem, Godel's Second Incompleteness Theorem.

2000 Mathematics Subject Classification: Primary 03F30, 03F25; Secondary 03F07, 03F20, 03F40, 03H15

## Chapter 2

## Basic Definitions and

## Formalizations

Although [Godel's Second Incompleteness] theorem can be stated and proved
in a rigorously mathematical way, what it seems to say is that rational
thought can never penetrate to the final ultimate truth ...

Rucker, Infinity and the Mind

### 2.1 Basic Definitions

Consider a formula $\theta$ in the prenex normal form

$$
\forall x_{1} \exists y_{1} \cdots \forall x_{m} \exists y_{m} \bar{\theta}\left(x_{1}, y_{1}, \cdots, x_{m}, y_{m}\right)
$$

and denote its Skolem functions by $f_{1}^{\theta}, \cdots, f_{m}^{\theta}$; so its Skolemized form by definition is

$$
\forall x_{1} \cdots \forall x_{m} \bar{\theta}\left(x_{1}, f_{1}^{\theta}\left(x_{1}\right), \cdots, x_{m}, f_{m}^{\theta}\left(x_{1}, \ldots, x_{m}\right)\right)
$$

For a sequence of terms $\sigma=\left\langle t_{1}, \cdots, t_{m}\right\rangle$, the Skolem instance $\operatorname{Sk}(\theta, \sigma)$ is

$$
\bar{\theta}\left(t_{1}, f_{1}^{\theta}\left(t_{1}\right), \cdots, t_{m}, f_{m}^{\theta}\left(t_{1}, \ldots, t_{m}\right)\right)
$$

Herbrands's Theorem states that a theory is consistent if and only if every finite set of its Skolem instances is propositionally satisfiable (see e.g. [9] and [21], also [5] is a good source for proof-theoretical view of this theorem.)

Let $\Lambda$ be a set of Skolem terms of a theory $T$ (i.e. constructed from the Skolem function symbols of $T$ ) available Skolem instances of $\theta$ in $\Lambda$ are $S k(\theta, \sigma)$ for all sequence of terms $\sigma=\left\langle t_{1}, \cdots, t_{m}\right\rangle$ such that both $\left\{t_{1}, \cdots, t_{m}\right\}$ and $\left\{f_{1}^{\theta}\left(t_{1}\right), \cdots, f_{m}^{\theta}\left(t_{1}, \ldots, t_{m}\right)\right\}$ are subsets of $\Lambda$.

Any function, $p$, whose domain is a set of atomic formulae and its range is $\{0,1\}$ is called an evaluation, if it preserves the equality (for all $a, b$ and atomic formulae $\varphi, p[a=b]=1$ implies $p[\varphi(a)]=p[\varphi(b)])$ and satisfies the equality axioms ( $p[a=a]=1$ for all $a$.) For a set of terms $\Lambda$, an evaluation on $\Lambda$ is an evaluation whose domain is the set of all atomic formulae with terms from $\Lambda$ (i.e. the variables are substituted by the terms from $\Lambda$.) An evaluation $p$ satisfies an atomic formula $\varphi$ if $p[\varphi]=1$. This definition can be
extended to all open (quantifier-less) formulae in a unique way.

In this thesis, we will consider only evaluations which are defined on (the set of atomic formulae constructed from) a given set of terms.

Evaluation $p$ on $\Lambda$ is an $T$-evaluation for a theory $T$, if it satisfies all the available Skolem instances of $T$ in $\Lambda$.

When $\Lambda$ is the set of all Skolem terms of $T$, any $T$-evaluation on $\Lambda$ determines a Herbrand model of $T$ (see [9].)

The following Example illustrates the above definitions.

Example 1. Take the language $\mathcal{L}_{1}=\{F, G, R, S, c\}$ in which $F, G$ are 2-ary predicates, $R, S$ are 1 -ary predicates and $c$ is a constant symbol. Let $E$ be the theory axiomatized by

$$
\begin{aligned}
& \text { E1. } \forall x \exists y(F(x, y)) \\
& E 2 . \forall x \exists y(G(x, y)) \\
& E 3 . \forall x, y(F(x, y) \rightarrow R(x) \vee S(y)) \\
& E 4 . \forall x(G(x, y) \rightarrow \neg S(x)) .
\end{aligned}
$$

Fix Skolem function symbol $f$ for $E 1$ and $g$ for $E 2$. So their Skolemized forms are:

$$
\begin{aligned}
& E 1^{\prime} . \forall x F(x, f(x)) \\
& E 2^{\prime} . \forall x G(x, g(x))
\end{aligned}
$$

For $\Lambda_{1}=\{f(c), g(f(c)), f(g(c))\}$, the formulae $G(f(c), g(f(c)))$ and $F(f(c), g(f(c))) \rightarrow$ $R(f(c)) \vee S(g(f(c)))$ are available Skolem instances of $E 2$ and $E 3$ in $\Lambda_{1}$ but $F(c, f(c))$ and $F(f(c), f(f(c)))$ are not.

The evaluation $q$ on $\Lambda_{1}$ defined by its true formulae: $\{\phi \mid q[\phi]=1\}=$ $\{G(f(c), g(f(c)))\}$ is an $E$-evaluation, while $r$ defined by its true formulae $\{\phi \mid r[\phi]=1\}=\{F(f(c), f(g(c)))\}$ is not.

Let $\varphi=\forall x R(x)$. We present a Herbrand proof of $E \vdash \varphi$ :

Without loss of generality we can assume $c$ is the Skolem constant symbol for $\neg \varphi=\exists x \neg R(x)$, so its Skolemized form is $\neg R(c)$. We shall find a set of terms such that there is no $(E+\neg \varphi)$-evaluation on it.

Set $\Lambda=\{c, f(c), g(f(c))\}$. If $p$ is an $(E+\neg \varphi)$-evaluation on $\Lambda$ then $p[\neg R(c)]=1$; on the other hand $p[F(c, f(c))]=1$ by $E 1^{\prime}$, so $p[R(c) \vee S(f(c))]=$ 1 by $E 3$, also $p[G(f(c), g(f(c)))]=1$ by $E 2^{\prime}$ and so $p[\neg S(f(c))]=1$ by $E 4$, hence $p[R(c)]=1$ since we had $p[R(c) \vee S(f(c))]=1$; and this is a contradiction. So there is no $(E+\neg \varphi)$-evaluation on $\Lambda . \quad \triangle$

Toward formalizing the definition of Herbrand Consistency, we read the above Herbrand's Theorem as:
"A theory $T$ is consistent if and only if for every finite set of Skolem terms of $T$, say $\Lambda$, there is an $T$-evaluation on $\Lambda$."

So Herbrand Consistency of a theory $T$ can be defined as:
"For every set of Skolem terms of $T$, there is an $T$-evaluation on it."

Herbrand's Theorem is provable in $I \Delta_{0}+S u p E x p$, and it is known that Herbrand consistency is not equivalent to the standard, say Hilbert's, consistency in $I \Delta_{0}+\operatorname{Exp}$ (see [6], [12].) The theory $I \Delta_{0}$ was introduced in [10], a weak arithmetic in which exponential function is not total, see also [17].

We take the language of arithmetic $\mathcal{L}=\{0, S,+, ., \leq\}$ in which the operations " $S$ " (successor) "+" (addition) and "." (multiplication) are regarded as predicates. For example " $x+y=z$ " is a 3 -ary predicate, and the traditional statements should be re-read in this language by using the predicates $\{S,+, \cdot\}$; as an example $\forall x, y, z(x+(y+z)=(x+y)+z)$ can be read as $\forall x, y, z, u, v, w(" y+z=v " \wedge " x+v=w " \wedge " x+y=u " \rightarrow " u+z=w ")$.

So we may need some extra universal quantifiers (and variables) to represent the arithmetical formulae in this language, but for simplicity, and when there is no confusion, we will use the old notation.

Let us look at a more arithmetical example:

Example 2. This example illustrates a theory (called $C$ ) and a $\forall_{1}$-theorem of it (called $\eta$ ) such that there exists an $C$-evaluation which is not $\eta$-evaluation. An equivalent of $\eta$ (called $\eta^{\prime}$ ) has the property that "every $C$-evaluation is an $\eta^{\prime}$-evaluation as well". The formula $\eta^{\prime}$ is obtained from $\eta$ by conditioning its open part: if $\eta$ has the form $\eta=\forall \bar{x} \alpha(\bar{x})$ with open $\alpha$, then $\eta^{\prime}$ is $\forall \bar{x}, \bar{y}(\beta(\bar{x}, \bar{y}) \rightarrow$ $\alpha(\bar{x}))$ for open $\beta$. The condition $\beta(\bar{x}, \bar{y})$ proposes the existence of some terms which are needed to prove $C \vdash \eta$. See lemma 4.2.3 in Chapter 4 too.

Let $C$ be the theory in the language of arithmetic axiomatized by:

C1. $\forall x, y(y=S(x) \rightarrow x \leq y \wedge \neg y=x)$
$C 2 . \forall x, y, z, u, v(x \leq y \wedge z+x=u \wedge z+y=v \rightarrow u \leq v)$
[ that is $(x \leq y \rightarrow z+x \leq z+y)$ ]
$C 3 . \forall x, y, z, u, v(x \leq y \wedge z \cdot x=u \wedge z \cdot y=v \rightarrow u \leq v)$
[ that is $(x \leq y \rightarrow z \cdot x \leq z \cdot y)$ ]

C4. $\forall x, y, z(z=x+y \rightarrow y \leq z)$
[ that is $(y \leq x+y)$ ]
$C 5 . \forall x, y(x \leq y \wedge y \leq x \rightarrow x=y)$

C6. $\forall x, y, z, u, v(\neg x=y \wedge u=S(x) \wedge v=S(y) \rightarrow u \leq y \vee v \leq x)$
[ that is $(x \neq y \rightarrow x+1 \leq y \vee y+1 \leq x)$ ]
$C 7 . \forall x, y, z, u, v(u=z+x \wedge v=z+y \wedge u=v \rightarrow x=y)$
[ that is $(z+x=z+y \rightarrow x=y)]$
C8. $\forall x, y, z, u, v(v=S(y) \wedge z=x \cdot y \wedge u=x \cdot v \rightarrow z+y=u)$
[ that is $(x \cdot y+y=x \cdot S(y))$ ]

C9. $\forall x, y, z(x \leq y \wedge y \leq z \rightarrow x \leq z)$

C10. $\forall x \exists y(y=S(x)) \wedge \forall x, y \exists z(z=x+y)$

Let $\eta$ be the uniqueness statement in the division theorem:
$\forall x, y, y^{\prime}, u_{1}, u_{2}, v_{1}, v_{2}, w_{1}, w_{2}\left(y^{\prime}=S(y) \wedge w_{1}=y^{\prime} \cdot u_{1} \wedge w_{2}=y^{\prime} \cdot u_{2} \wedge x=\right.$
$\left.w_{1}+v_{1} \wedge v_{1} \leq y \wedge x=w_{2}+v_{2} \wedge v_{2} \leq y \longrightarrow u_{1}=u_{2}\right)$
[that is $\left.\left(x=(y+1) \cdot u_{1}+v_{1} \wedge v_{1} \leq y \wedge x=(y+1) \cdot u_{2}+v_{2} \wedge v_{2} \leq y \longrightarrow u_{1}=u_{2}\right)\right]$

It can be shown that $C \vdash \eta$.

Let $\Lambda=\left\{a, b, b^{\prime}, q_{1}, q_{2}, r_{1}, r_{2}, t_{1}, t_{2}\right\}$ be a set of terms, and define $q$ on $\Lambda$ by
$\{\phi \mid q[\phi]=1\}=\left\{b^{\prime}=S(b), t_{1}=b^{\prime} \cdot q_{1}, t_{2}=b^{\prime} \cdot q_{2}, a=t_{1}+r_{1}, r_{1} \leq b, a=\right.$ $\left.t_{2}+r_{2}, r_{2} \leq b, b \leq b^{\prime}, r_{1} \leq b^{\prime}, r_{2} \leq b^{\prime}, r_{1} \leq a, r_{2} \leq a, t_{1} \leq a, t_{2} \leq a\right\}$.

Then $q$ is a $C$-evaluation which does not satisfy the (available) Skolem instance $S k(\eta, \sigma)$ for $\sigma=\left\langle a, b, b^{\prime}, q_{1}, q_{2}, r_{1}, r_{2}, t_{1}, t_{2}\right\rangle$ (in $\Lambda$.)

If we write the uniqueness statement of the division theorem in the form:
$\eta^{\prime}=\forall x, y, y^{\prime}, u_{1}, u_{2}, v_{1}, v_{2}, w_{1}, w_{2}, u_{1}^{\prime}, u_{2}^{\prime}, w_{1}^{\prime}, w_{2}^{\prime}\left(\left[u_{1}^{\prime}=S\left(u_{1}\right) \wedge u_{2}^{\prime}=S\left(u_{2}\right) \wedge\right.\right.$ $\left.w_{1}^{\prime}=y^{\prime} \cdot u_{1}^{\prime} \wedge w_{2}^{\prime}=y^{\prime} \cdot u_{2}^{\prime}\right] \wedge y^{\prime}=S(y) \wedge w_{1}=y^{\prime} \cdot u_{1} \wedge w_{2}=y^{\prime} \cdot u_{2} \wedge x=$ $\left.w_{1}+v_{1} \wedge v_{1} \leq y \wedge x=w_{2}+v_{2} \wedge v_{2} \leq y \longrightarrow u_{1}=u_{2}\right)$
(the statements in brackets [] are added to the ones in $\eta$ )
then for any set of terms $\Gamma$ and any $C$-evaluation $p$ on it, $p$ satisfies all the available Skolem instances of $\eta^{\prime}$ in $\Gamma$ :

Assume $p$ satisfies $b^{\prime}=S(b) \wedge t_{1}=b^{\prime} \cdot q_{1} \wedge t_{2}=b^{\prime} \cdot q_{2} \wedge a=t_{1}+r_{1} \wedge r_{1} \leq b \wedge a=$ $t_{2}+r_{2} \wedge r_{2} \leq b \wedge b \leq b^{\prime} \wedge q_{1}^{\prime}=S\left(q_{1}\right) \wedge q_{2}^{\prime}=S\left(q_{2}\right) \wedge t_{1}^{\prime}=b^{\prime} \cdot q_{1}^{\prime} \wedge t_{2}^{\prime}=b^{\prime} \cdot q_{2}^{\prime}$, then we show $p\left[q_{1}=q_{2}\right]=1$, otherwise by $C 6$ either $p\left[q_{1}^{\prime} \leq q_{2}\right]=1$ or $p\left[q_{2}^{\prime} \leq q_{1}\right]=1$.

Assume $p\left[q_{1}^{\prime} \leq q_{2}\right]=1$, then by $C 1$ we have $p\left[b \leq b^{\prime}\right]=1$ so by $C 9$, we get $p\left[r_{1} \leq b^{\prime}\right]=1$, and since $p\left[t_{1}^{\prime}=t_{1}+b^{\prime}\right]=1$ by $C 8$, hence $p\left[a \leq t_{1}^{\prime}\right]=1$; on the
other hand $p\left[t_{1}^{\prime} \leq t_{2}\right]=1$ by $C 3$, so $p\left[a \leq t_{2}\right]=1$ by $C 9$. Also $p\left[t_{2} \leq a\right]=1$ by $C 4$, so $p\left[a=t_{1}^{\prime}\right]=1$ by $C 5$, hence $p\left[r_{1}=b^{\prime}\right]=1$ by $C 7$, and this is contradiction by $C 1$, since $p\left[b^{\prime} \leq b\right]=0$.

Similarly $p\left[q_{2}^{\prime} \leq q_{1}\right]=1$ is impossible, so $p\left[q_{1}=q_{2}\right]=1$.

### 2.2 Model-Theoretic Observations

Let $T=\left\{T_{1}, \cdots, T_{n}\right\}$ be a finite arithmetical theory. We can assume $\left\{f_{k}^{i, j} \mid 1 \leq\right.$ $i, j \leq n \& k \leq n\}$ is the set of its Skolem function symbols, in which $f_{k}^{i, j}$ is the $i$-th $k$-ary Skoelm function symbol for $T_{j}$. For example if $T_{j}$ is $\forall x \exists y \exists z A(x, y, z)$ then its Skolemized is $\forall A\left(x, f_{1}^{1, j}(x), f_{1}^{2, j}(x)\right)$.

For a set of terms $\Lambda$, set
$\Lambda^{0}=\Lambda$, and inductively
$\Lambda^{u+1}=\Lambda^{u} \cup\left\{f_{l}^{i, j}\left(a_{1}, \cdots, a_{l}\right) \mid i, j, l \in \mathbb{N} \& 1 \leq i, j \leq n \& k \leq n \& a_{1}, \cdots, a_{l} \in\right.$ $\left.\Lambda^{u}\right\}$,
that is we close the set $\Lambda$ under the Skolem functions.

Assume $p$ is an evaluation on $\Lambda^{j}$ for a $j>\mathbb{N}$.

Let $K^{\prime}=\bigcup_{k \in \mathbb{N}} \Lambda^{k}$.

Define the equivalence relation $\sim$ on $K^{\prime}$ by
$x \sim y \Longleftrightarrow p[x=y]=1$,
and denote its equivalence classes by $[a]=\{b \mid a \sim b\}$.

Let $K=\left\{[a] \mid a \in K^{\prime}\right\}$. Put the $\mathcal{L}$-structure on $K$ by
$K \models \phi\left(\left[a_{1}\right], \cdots,\left[a_{l}\right]\right)$ iff " $p\left[\phi\left(a_{1}, \cdots, a_{l}\right)\right]=1$ " for atomic $\phi$ (and $l \leq 3$.)

This is well-defined and the above equivalence holds for open $\phi$ as well.
(*) Moreover if $p$ is an $T$-evaluation, then $K \models T$. This is called "a Herbrand model of $T "$ (see [9].)

Write $T_{j}$ as $T_{j}=\forall x_{1} \exists y_{1} \cdots \forall x_{m} \exists y_{m} \phi\left(x_{1}, y_{1} \ldots, x_{m}, y_{m}\right)$ with open $\phi$,
and take arbitrary $a_{1}, \cdots, a_{m} \in K^{\prime}$, then $f_{1}^{1, j}\left(a_{1}\right), \cdots, f_{m}^{1, j}\left(a_{1}, \ldots, a_{m}\right) \in$ $K^{\prime}$, so $p\left[\phi\left(a_{1}, f_{1}^{1, j}\left(a_{1}\right), \cdots, a_{m}, f_{m}^{1, j}\left(a_{1}, \ldots, a_{m}\right)\right)\right]=1$.

Hence $K \models \phi\left(\left[a_{1}\right],\left[f_{1}^{1, j}\left(a_{1}\right)\right], \cdots,\left[a_{m}\right],\left[f_{m}^{1, j}\left(a_{1}, \ldots, a_{m}\right)\right]\right)$ or $K \models T_{j}$.

But the converse of the above implication (*) does not hold necessarily, there might be a complicated (non-open) formula $\varphi$, such that $K \models \varphi$, but $p$ does not satisfy all the available Skoelm instances of $\varphi$ in $K^{\prime}$.

However for $\forall \exists$-formulae, a partial converse holds:

For a moment assume the statement " $x \in \Lambda^{j}$ " and " $p$ is an evaluation on $\Lambda^{j}$ " (as well as " $p[A]=1$ " for open $A$ ) can be written by some arithmetical formulae (later we will see that they can be written by bounded formula in $\left.I \Delta_{0}.\right)$

Lemma 2.2.1 Suppose $\theta=\forall x_{1}, \cdots, x_{r} \exists y_{1}, \cdots, y_{s} A\left(x_{1}, \cdots, x_{r}, y_{1}, \cdots, y_{s}\right)$, with open $A$ and $T \vdash \theta$, for a theory $T$ in the language of arithmetic. Then
there is a natural $n_{0} \in \mathbb{N}$ such that for any $M \models T$, with $p, j, \Lambda \in M$ in which $j>^{M} \mathbb{N}$, and $p$ is an evaluation on $\Lambda^{j}$ in $M$, the following holds:

$$
\forall x_{1}, \cdots, x_{r} \in \Lambda \exists y_{1}, \cdots, y_{2} \in \Lambda^{n_{0}} M \models " p\left[A\left(x_{1}, \cdots, x_{r}, y_{1}, \cdots, y_{s}\right)\right]=1 "
$$

(c.f. lemma 2.8 of [1].)

Proof. Assume not. Then for every $n \in \mathbb{N}$, the following theory
$Y_{n}=T+j>n++" p$ is an evaluation on $\Lambda^{j "} a_{1}, \cdots, a_{r} \in \Lambda+\forall y_{1}, \cdots, y_{s} \in$ $\Lambda^{n "} " p\left[A\left(a_{1}, \cdots, a_{r}, y_{1}, \cdots, y_{s}\right)\right]=0 "$,
in which $j, p, \Lambda, a_{1} \cdots, a_{r}$ are regarded as new constants, is consistent.

Take a $M \models \bigcup_{n \in \mathbb{N}} Y_{n}$, then $p^{M}, j^{M}, \Lambda^{M} \in M$ with $j^{M}>^{M} \mathbb{N}$, and $M \models$ " $p^{M}$ is an evaluation on $\left(\Lambda^{M}\right)^{j^{M}}$ ".

Let $K^{\prime}=\bigcup_{n \in \mathbb{N}}\left(\Lambda^{M}\right)^{n}$, and $K=\left\{[a] \mid a \in K^{\prime}\right\}$,
where $[a]=\left\{b \in K^{\prime} \mid M \models " p^{M}[a=b]=1 "\right\}$.

We know that $K \models T$, so $K \models \theta$. Hence $K \models A\left(\left[a_{1}^{M}\right], \cdots,\left[a_{r}^{M}\right], y_{1}, \cdots, y_{s}\right)$, for some $y_{1}, \cdots, y_{s} \in K$.

Write $y_{1}=\left[Y_{1}\right], \cdots, y_{s}=\left[Y_{s}\right]$, for a natural $k$ with $Y_{1}, \cdots, Y_{s} \in \Lambda^{k}$. Then $M \models " p\left[A\left(a_{1}^{M}, \cdots, a_{r}^{M}, Y_{1}, \cdots, Y_{s}\right)\right]=1$ ", but this is contradiction, since we had $M \models \forall z_{1}, \cdots, z_{s} \in \Lambda^{k} " p\left[A\left(a_{1}^{M}, \cdots, a_{r}^{M}, z_{1}, \cdots, z_{s}\right)\right]=0 "$.

This lemma will be used in Chapter 4.

All atomic formulae in our language are of the form $x_{1}=x_{2}, x_{2}=S\left(x_{1}\right)$,
$x_{1}+x_{2}=x_{3}, x_{1} \cdot x_{2}=x_{3}$ and $x_{1} \leq x_{2}$, where $x_{1}, x_{2}, x_{3}$ are variables or the constant 0 .

Denote the cardinal of a set $A$ by $|A|$; a more accurate definition is explained later.

By terms we mean, terms constructed from the Skolem functions of a theory $T$ under consideration.

Take a model $M \models I \Delta_{0}+\operatorname{Exp}$ and let $\Lambda \in M$ be a set of terms. There are $2|\Lambda|^{3}+3|\Lambda|^{2}$ different atomic formulae with constants from $\Lambda$, so there are $2^{2|\Lambda|^{3}+3|\Lambda|^{2}}$ different evaluations on $\Lambda$ (in $M$.)

So the above definition of Herbrand Consistency has a deficiency in weak arithmetics (in the lack of exponentiation) from the viewpoint of incompleteness: unprovability of the consistency of $T$ in $T$ is equivalent to having a model of $T$ which contains a proof of contradiction from $T$. By the above definition, a Herbrand proof of contradiction consists of a set of terms, say $\Lambda$, such that there is no $T$-evaluation on it.

Existence of an evaluation (in a model) means existence of its code for a fixed coding. And by "availability of all the possible evaluations" we mean "existence of an upper bound for all those codes".

Let $\gamma$ be a coding (we do not need the accurate definition of a coding.) Define the partial function $F_{\gamma}(\Lambda)=\max \{\gamma-\operatorname{code}(p) \mid p$ is an evaluation on $\Lambda\}$.

Availability of all the possible evaluations on $\Lambda$ is (by definition) the exis-
tence of $F_{\gamma}(\Lambda)$.

Now, since $\operatorname{card}(A) \leq \max (A)$ for any (arithmetical) set $A$ (in $\left.I \Delta_{0}+\operatorname{Exp}\right)$ we have $2^{2|\Lambda|^{3}+3|\Lambda|^{2}} \leq F_{\gamma}(\Lambda)$, for any coding $\gamma$.

If $\operatorname{Exp}$ is not available in a model $N$ (of say $I \Delta_{0}$ ) and $|\Lambda|($ for a $\Lambda \in N)$ is too large such that $2^{2|\Lambda|^{3}+3|\Lambda|^{2}}$ does not exist (in $N$ ) it may happen that none of the (few) available evaluations on $\Lambda$ (in the model $N$ ) is an $T$-evaluation. This doesn't give a real Herbrand proof of contradiction from $T$ ! By "real" we mean our intuition of a real Herbrand Proof of Contradiction. From such a model's viewpoint such a $\Lambda$ is a Herbrand Proof of Contradiction, since all the evaluations on $\Lambda$ in the model are non- $T$-evaluations.

However existence of such a model (and a Herbrand Proof of Contradiction in it) "is devoid of any philosophical interest and ... in such a weak system [the Herbrand Consistency predicate] can not be said to express [Herbrand] Consistency" ([4], page 504, see also page 511 of the same reference.)

Or, informally speaking, such a model does not contain "enough evaluations" on that set of terms to be able to judge about Herbrand Proof based on that set.

It would be more reasonable (and more interesting) if we could find a model with a sufficiently small set of terms in it, that is a $\Lambda$, such $F_{\gamma}(\Lambda)$ exists and none of the evaluations on this set (which can be counted in the model) is an $T$-evaluation.

In the forthcoming sections, we will formalize Herbrand Consistency by a
$\Pi_{1}$-formula, such that its negation will give an (intuitively) actual Herbrand Proof of Contradiction in weak arithmetics.

### 2.3 Formalizations

For a specified coding (so-called "Linear Compressed Coding" in [20]) which is used throughout the thesis (introduced in Chapter V of [6]) we will compute a rough upper bound for the codes of all evaluations on a set $\Lambda$. Existence of that upper bound guarantees availability of all the (intuitionally) possible evaluations on $\Lambda$.

We use Hajek-Pudlak's coding of sets and sequences ([6], pp. 295, 309, 312) the main properties of this coding are:
1)" $s$ is a sequence" $\wedge z=4 \cdot\left(64(\max (s)+1)^{2}\right)^{\ln (s)} \longrightarrow \exists t \leq z\{$ " $t$ is a sequence" $\wedge$ $\left.\operatorname{lh}(t)=\operatorname{lh}(s) \wedge \forall i<\operatorname{lh}(s)\left((s)_{i}=(t)_{i}\right)\right\} \quad$ [Proposition 3.30, page 311]
2) $\forall x \leq u \exists y \leq v \varphi(x, y) \wedge \exists z\left(z=(v+2)^{u}\right) \longrightarrow \exists s \leq(v+2)^{4 u}\{\operatorname{lh}(s)=$ $\left.u \wedge \forall i<u\left(\varphi\left(i,(s)_{i}\right) \wedge(s)_{i} \leq v\right)\right\}$, for bounded $\varphi[($ modified $)$ Proposition 3.31, page 311]
3) $s * t \leq 64 \cdot s \cdot t \quad[$ Proposition 3.29, page 311]
4) $\forall p$ [" $p$ is a sequence" $\rightarrow \forall z \exists q \leq 9 \cdot p \cdot(z+1)^{2}($ " $q$ is a sequence" $\wedge \forall x \leq q\{x \in q \leftrightarrow x \in p \vee x=z\})$ ] [Lemma 3.7, page 297]
5) For a sequence $t$ if $s_{1}, \cdots, s_{m} \leq y$, and (2y) ${ }^{\mathbf{c} \cdot \log (t)}$ exists then $t\left(x_{1} / s_{1}, \cdots, x_{m} / s_{m}\right)$
which is resulted from $t$ by substituting $s_{i}$ to $x_{i}$ for $1 \leq i \leq m$, exists and
$t\left(x_{1} / s_{1}, \cdots, x_{m} / s_{m}\right) \leq(2 y)^{\mathbf{c} \cdot \log (t)}$, where $\mathbf{c} \in \mathbb{N}$ is a fixed constant.
[Proposition 3.36 and (modified) explanations afterward]

Analogous statements hold for (the codes of) sets.

For a set $A$ its cardinal is defined as $\operatorname{noun}(v)-1$ if $A=(u, v)$ and 0 otherwise, where noun is as Definition 3.22 in [6], page 306. (Intuitively noun counts the number of 1 's in the binary expansion of $v$.)

For further references we re-state the above properties for sets. Suppose $s$ and $t$ are sets.
I) $z=4 \cdot\left(64(\max (s)+1)^{2}\right)^{|s|} \longrightarrow \exists t \leq z\{|t|=|s| \wedge \forall x<t(x \in t \leftrightarrow x \in$ $s)\}$.
II) $\forall x \leq u \exists y \leq v \varphi(x, y) \wedge \exists z\left(z=(v+2)^{u}\right) \longrightarrow \exists s \leq(v+2)^{4 u}\{|s|=$ $u \wedge \forall y \leq s(y \in s \leftrightarrow \exists x \leq u \varphi(x, y))\}$, for bounded $\varphi$.
III) $s \cup t \leq 64 \cdot s \cdot t$
IV) $\left.\left.\forall s \forall z \exists t \leq 9 \cdot s \cdot(z+1)^{2} \forall x \leq t\{x \in t \leftrightarrow x \in s \vee x=z\}\right)\right]$

Code the ordered pair $\langle a, b\rangle$ by $(a+b)^{2}+b+1$.
Fix the function symbol $f_{k}^{i, j}$ which is supposed to be the $i$-th, $k$-ary Skolem function for the $j$-th axiom of a theory $T$ (so if the $j$-th axiom is $\exists x \forall y \exists u \exists v A(x, y, u, v)$ then its Skolemized is $\forall y A\left(f_{0}^{1, j}, y, f_{1}^{1, j}(y), f_{1}^{2, j}(y)\right)$.)

And fix the function symbol $f_{k}^{i}$ which is supposed to be the $i$-th, $k$-ary function, these symbols are reserved to be Skolem function of a formula $\theta$ in the definition of $\mathrm{HCon}_{T}(\theta)$.

Terms are well-bracketing sequences constructed from $\{(),\} \cup\left\{f_{k}^{i, j}\right\}_{i, j, k} \cup$ $\left\{f_{l}^{i}\right\}_{i, l}$ (see [6], page 313.)

Example 3. Let the theory $T$ be axiomatized by

1. $\forall x \exists y \exists z \forall u A(x, y, z, u)$
2. $\exists u \exists v \forall x B(x, u, v)$
and let $\theta$ be $\exists z \forall x \exists y C(x, y, z)$, for open $A, B, C$.

So, the Skolemized form of $T$ is
$1^{\prime} . \forall x \forall u A\left(x, f_{1}^{1,1}(x), f_{1}^{2,1}(x), u\right)$
$2^{\prime} . \forall x B\left(x, f_{0}^{1,2}, f_{0}^{2,2}\right)$
and the Skolemized form of $\theta$ is $\forall x C\left(x, f_{1}^{1}(x), f_{0}^{1}\right)$.

In this particular example, for Herbrand Consistency of $\theta$ with $T$ it is enough to have a $(T+\theta)$-evaluation on any set of terms constructed from the 1-ary function symbols $\left\{f_{1}^{1,1}, f_{1}^{2,1}, f_{1}^{1}\right\}$ and the constant symbols $\left\{f_{0}^{1,2}, f_{0}^{2,2}, f_{0}^{1}\right\}$.

The following lemma illustrates a computation on codes of terms, which will be used several times in the forthcoming chapters.

The cut $\log ^{2}$ is defined by: $x \in \log ^{2} \Longleftrightarrow 2^{2^{x}}$ exists.

Lemma 2.3.1 $\left(I \Delta_{0}\right)$

For an $i \in \log ^{2}$ which $i \geq 1$, there is a sequence $X$ with length $i$ such that $(X)_{0}=0 \& \forall j<i\left\{(X)_{j+1}=f_{1}^{1,1}\left((X)_{j}\right)\right\}$ and (code of) $X \leq \mathbf{K}^{i^{2}}$,
for a fixed $\mathbf{K} \in \mathbb{N}$.

Proof. The term $f_{1}^{1,1}\left(f_{1}^{1,1}\left(\cdots f_{1}^{1,1}(0) \cdots\right)\right)$ in which $f_{1}^{1,1}$ appears $j$ times is a well-bracketing sequence made from $\mathcal{L}^{\prime}=\left\{f_{1}^{1,1}, 0\right\}$. So, by the arguments in pp. 312-313 of [6], there is a bounded formula $\operatorname{Term}_{\mathcal{L}^{\prime}}(x)$ which expresses that $x$ is a term in the language $\mathcal{L}^{\prime}$.

Let the bounded formula $\varphi(j, x)$ be $\operatorname{Term}_{\mathcal{L}^{\prime}}(x) \wedge \operatorname{lh}(x)=3 j+1$.
And fix the terms $c_{0}=0$, and $c_{j+1}=f_{1}^{1,1}\left(c_{j}\right)$ for $j<i$.
(So, the formula $\varphi(j, x)$ defines " $x=c_{j}$ ".)

Let $\mathbf{m}=64^{4} \cdot \cdot \operatorname{code}\left(" f_{1}^{1,1 "}\right) \cdot \operatorname{code}("(") \cdot \operatorname{code}(") ")$, and $\mathbf{K}=(\mathbf{m} \cdot \operatorname{code}(" 0 ")+2)^{4}$.

Then $c_{j+1} \leq \mathbf{m} \cdot c_{j}$ for any $j<i$ by $\mathbf{3}$ ). So, by induction on $j \leq i$, it can be shown that $c_{j} \leq \mathbf{m}^{j} c_{0}$ (note that all the parameters in the induction formula are bounded by $\mathbf{m}^{i}$ which exists, since $i \in \log ^{2}$.)

So, we have $\forall j \leq i \exists x \leq \mathbf{m}^{i} \operatorname{code}(" 0$ " $)(\varphi(j, x))$, hence by $\left.\mathbf{2}\right)$ there is a $X$ such that $X \leq\left(\mathbf{m}^{i} \operatorname{code}(" 0 \text { " })+2\right)^{4 i}$ and $\forall j \leq i \varphi\left(j,(X)_{j}\right)$. Finally note that $\left(\mathbf{m}^{i} \operatorname{code}(" 0 ")+2\right)^{4 i} \leq(\operatorname{mcode}(" 0 ")+2)^{4 i^{2}}=\mathbf{K}^{i^{2}}$.

Similarly, one can show there is a set $X^{\prime}=\left\{c_{0}, c_{1} \cdots, c_{i}\right\}$ with code $\leq \mathbf{K}^{i^{2}}$.

Let $y$ be (the code of) a set of terms, we compute an upper bound for the codes of evaluations on $y$ : each evaluation is (informally) of the form
$\left\{\left\langle y_{1}=y_{2}, p\left[y_{1}=y_{2}\right]\right\rangle \mid y_{1}, y_{2} \in y\right\} \bigcup\left\{\left\langle y_{1} \leq y_{2}, p\left[y_{1} \leq y_{2}\right]\right\rangle \mid y_{1}, y_{2} \in\right.$ $y\} \bigcup\left\{\left\langle y_{2}=S\left(y_{1}\right), p\left[y_{2}=S\left(y_{1}\right)\right]\right\rangle \mid y_{1}, y_{2} \in y\right\} \bigcup\left\{\left\langle y_{1} \cdot y_{2}=y_{3}, p\left[y_{1} \cdot y_{2}=\right.\right.\right.$ $\left.\left.\left.y_{3}\right]\right\rangle \mid y_{1}, y_{2}, y_{3} \in y\right\} \bigcup\left\{\left\langle y_{1}+y_{2}=y_{3}, p\left[y_{1}+y_{2}=y_{3}\right]\right\rangle \mid y_{1}, y_{2}, y_{3} \in y\right\} ;$
in which $p[\phi] \in\{0,1\}$ for any atomic formula $\phi$ with constants from $y$.

There is a natural number a such that for any $k \in\{0,1\}$

$$
\begin{aligned}
& \operatorname{code}\left(\left\langle y_{1}=y_{2}, k\right\rangle\right) \leq 2+\left(1+\mathbf{a} y_{1} y_{2}\right)^{2} \\
& \operatorname{code}\left(\left\langle y_{1} \leq y_{2}, k\right\rangle\right) \leq 2+\left(1+\mathbf{a} y_{1} y_{2}\right)^{2} \\
& \operatorname{code}\left(\left\langle y_{2}=S\left(y_{1}\right), k\right\rangle\right) \leq 2+\left(1+\mathbf{a} y_{1} y_{2}\right)^{2}, \\
& \operatorname{code}\left(\left\langle y_{1}+y_{2}=y_{3}, k\right\rangle\right) \leq 2+\left(1+\mathbf{a} y_{1} y_{2} y_{3}\right)^{2}, \text { and } \\
& \operatorname{code}\left(\left\langle y_{1} \cdot y_{2}=y_{3}, k\right\rangle\right) \leq 2+\left(1+\mathbf{a} y_{1} y_{2} y_{3}\right)^{2} .
\end{aligned}
$$

So code $(\langle\phi, k\rangle) \leq 2+\left(1+\mathbf{a} y^{3}\right)^{2}$ for all $k \in\{0,1\}$ and atomic $\phi$ with constants from $y$.

Hence, by 1), we can write $p \leq 4\left(64\left(3+\left(1+\mathbf{a} y^{3}\right)^{2}\right)^{2}\right)^{2|y|^{3}+3|y|^{2}}$, for any $p$, an evaluation on $y$.

There is natural number $N \in \mathbb{N}$ such that for any set $y$ with $|y| \geq N$,

$$
4\left(64\left(3+\left(1+\mathbf{a} y^{3}\right)^{2}\right)^{2}\right)^{2|y|^{3}+3|y|^{2}} \leq(y)^{|y|^{4}}
$$

Definition 2.3.2 Call a set of terms $y$, admissible if $F(y)=(y)^{|y|^{4}}$ exists.
(We note that any $y$ with $|y| \leq N$ is admissible.)

Here, it should be emphasized that, we code evaluations (=functions) just like sets. A function on an $l$-element domain is coded like an $l$-element set.

We modify the definition of Herbrand Consistency of a theory $T$ as: " for every admissible set of Skolem terms of $T$, there is an $T$-evaluation on it". This is formalized below.

So with this new definition, unprovability of Herbrand consistency of $T$ in $T$ means having a model of $T$ with an element which codes an admissible set of Skolem terms of $T$ such that there is no $T$-evaluation on this set in the model. Since all the possible evaluations on the admissible sets are accessible in the model, this set of terms distinguishes an "actual" Herbrand proof of contradiction from $T$.

Moreover this modification will enable us to formalize Herbrand Consistency as a $\Pi_{1}$-sentence (see also, page 428 of [12]).

By "terms" we mean terms constructed from the Skolem function symbols $\left\{f_{k}^{i, j}\right\}_{i, j, k} \cup\left\{f_{l}^{i}\right\}_{i, l}$ introduced above Let the bounded formula Terms $(y)$ be for " $y$ is a set of terms constructed from those symbols" (see [6], page 313.)

There are bounded formulae eva $(x)$ and $\operatorname{eval}(x, y)$ which represent " $x$ is an evaluation" and " $y$ is a set of terms and $x$ is an evaluation on $y$ ".

For atomic formula $\phi, p[\phi]=1$ is a bounded formula, for more complex $\phi$ the statement $p[\phi]=1$ can be written by a $\Pi_{1}$-formula:

Definition 2.3.3 let the bounded formula $\operatorname{Sat}(p, \phi, s)$ be "eva $(p) \& s$ is a sequence of pairs $\left\langle a_{i}, b_{i}\right\rangle$, such that:

1) each $a_{i}$ is (the code of) a formula and each $b_{i}$ is 0 or 1 ,
2) for $k=$ length $(s), a_{k}=\phi$ and $b_{k}=1$,
3) each $a_{i}$ is either of the form
3.1) $a_{i}=a_{j} \wedge a_{k}$ for some $j, k<i$ and $b_{i}=b_{j} \cdot b_{k}$,
or 3.2) $a_{i}=a_{j} \vee a_{k}$ for some $j, k<i$ and $b_{i}=b_{j}+b_{k}-b_{j} \cdot b_{k}$,
or 3.3) $a_{i}=a_{j} \rightarrow a_{k}$ for some $i, j<k$ and $b_{i}=1+b_{j} \cdot b_{k}-b_{j}$,
or 3.4) $a_{i}=\neg a_{j}$ for some $j<i$ and $b_{i}=1-b_{j}$,
or 3.5) $a_{i}$ is atomic and $b_{i}=p\left[a_{i}\right]$. "

Let $S(\theta)$ be the number of subformulae of the formula $\theta$. For the above sequence $s$, by the property I) of the coding, we have
(the code of) $s \leq 4\left(64(1+\langle\phi, 1\rangle)^{2}\right)^{S(\phi)} \leq(\phi+2)^{20 \cdot S(\phi)}$.
Let $H(\phi)=(\phi+2)^{20 \cdot S(\phi)}$.

## Definition 2.3.4 (Satisfaction)

So we can write $p[\phi]=1$ as: $\forall z(z \geq H(\phi) \rightarrow \exists s \leq z \operatorname{Sat}(p, \phi, s))$.

Let $\|\theta\|$ be the number of existential quantifiers in the prenex normal form
of $\theta$ (we can assume it has the form $\theta=\forall x_{1} \exists y_{1} \cdots \forall x_{m} \exists y_{m} \bar{\theta}\left(x_{1}, y_{1}, \cdots, x_{m}, y_{m}\right)$, so $\|\theta\|=m$ in this case.)

For a formula $\theta$ fix its Skolem functions as $f_{1}^{\theta}, \cdots, f_{\alpha}^{\theta}$ where $\alpha=\|\theta\|$. Write $\sigma=\left\langle t_{1}, \cdots, t_{\alpha}\right\rangle$ where $\left\{t_{1}, \cdots, t_{\alpha}\right\},\left\{f_{1}^{\theta}\left(t_{1}\right), \cdots, f_{\alpha}^{\theta}\left(t_{1}, \ldots, t_{\alpha}\right)\right\} \subseteq y$ for a set of terms $y$. We compute an upper bound for the codes of $\operatorname{Sk}(\theta, \sigma)$ for all such $\sigma$ 's, in terms of $y$ and $\theta$.

We have $S k(\theta, \sigma)=\bar{\theta}\left(x_{1} / t_{1}, y_{1} / f_{1}^{\theta}\left(t_{1}\right), \cdots, x_{\alpha} / t_{\alpha}, y_{\alpha} / f_{\alpha}^{\theta}\left(t_{1}, \cdots, t_{\alpha}\right)\right)$, hence (the code of) $S k(\theta, \sigma) \leq(2 y)^{\mathbf{c} \cdot \log (\bar{\theta})}$.

Note that the code of all $t_{j}$ 's and $f_{j}^{\theta}\left(t_{1}, \cdots, t_{j}\right)$ are $\leq y$, since all belong to $y$.

And since we can assume $\bar{\theta} \leq \theta$, then (the code of) $S k(\theta, \sigma) \leq(2 y)^{\mathbf{c} \cdot \theta}$.
Now, we can write $H(S k(\theta, \sigma)) \leq\left((2 y)^{\mathbf{c} \cdot \theta}+2\right)^{20 S(\theta)}$.
Let $G(\theta, y)=\left((2 y)^{\mathbf{c} \cdot \theta}+2\right)^{20 S(\theta)}$.

We note that " $u=S k(\theta, \sigma)$ " can be written by a bounded formula in terms of $\theta, \sigma, y$. Also let the bounded formula Avail $(\sigma, y)$ be for

$$
" \sigma=\left\langle t_{1}, \cdots, t_{\alpha}\right\rangle \wedge\left\{t_{1}, \cdots, t_{\alpha}, f_{1}^{\theta}\left(t_{1}\right), \cdots, f_{\alpha}^{\theta}\left(t_{1}, \ldots, t_{\alpha}\right)\right\} \subseteq y "
$$

Definition 2.3.5 Now we can write " $p$ is an $\theta$-evaluation on $y$ " as:

Terms $(y) \wedge \operatorname{eval}(p, y) \wedge \forall z[z \geq G(\theta, y) \rightarrow \forall u \leq z \forall \sigma \leq y\{\operatorname{Avail}(\sigma, y) \wedge " u=$ $\operatorname{Sk}(\theta, \sigma) " \rightarrow \exists s \leq z \operatorname{Sat}(p, u, s)\}]$.

Denote its bounded counterpart by $\operatorname{SatAvail}(p, y, \theta, z)$, that is:
$\operatorname{Terms}(y) \wedge \operatorname{eval}(p, y) \rightarrow \forall u \leq z \forall \sigma \leq y\{\operatorname{Avail}(\sigma, y) \wedge " u=S k(\theta, \sigma) " \longrightarrow$ $\exists s \leq z \operatorname{Sat}(p, u, s)\}$.

And finally we can formalize (the modified) Herbrand Consistency:

Definition 2.3.6 For a finite theory $\left\{T_{1}, \cdots, T_{n}\right\}$, define the predicate $\operatorname{HCon}_{T}(x)$, as:
$\forall z\left(\forall y \leq z\left[\operatorname{Terms}(y) \wedge z \geq F(y) \wedge \bigwedge_{1 \leq j \leq n} z \geq G\left(T_{j}, y\right) \wedge z \geq G(x, y) \rightarrow\right.\right.$ $\left.\left.\exists p \leq z \exists s \leq z\left\{\operatorname{eval}(p, y) \wedge \bigwedge_{1 \leq j \leq n} \operatorname{SatAvail}\left(p, y, T_{j}, s\right) \wedge \operatorname{SatAvail}(p, y, x, s)\right\}\right]\right)$.

The bound $(z \geq) F(y)$ guarantees that (the set of terms with code) $y$ is admissible, and the bounds $G\left(T_{j}, y\right), G(x, y)$ are for the existence of the sequence $(s)$ in the definition of satisfaction $(p[\phi]=1$.)

We note that the bounds $G\left(T_{j}, y\right)$ and for a standard $x$ the bound $G(x, y)$ for $z$, are polynomial with respect to $y$, so for sufficiently large, also for nonstandard $y$ 's, they are less than the bound $F(y)$.

The cut $I$ is defined (informally) by: $x \in I \Longleftrightarrow$ "a $\beta$-code for $\left\langle 2,2^{2}, \cdots 2^{2^{x}}\right\rangle$ exists".

Formal definitions are given in Chapter 3 and in Chapter 4.

Definition 2.3.7 The predicate $\operatorname{HCon}_{T}^{*}(x)$ is obtained from $\operatorname{HCon}_{T}(x)$ by restricting the (only unbounded) universal quantifier to $I$ :

$$
\begin{gathered}
\forall z \in I\left(\forall y \leq z\left[\operatorname{Terms}(y) \wedge z \geq F(y) \wedge \bigwedge_{1 \leq j \leq n} z \geq G\left(T_{j}, y\right) \wedge z \geq\right.\right. \\
\left.\left.G(x, y) \rightarrow \exists p \leq z \exists s \leq z\left\{\operatorname{eval}(p, y) \wedge \bigwedge_{1 \leq j \leq n} \operatorname{SatAvail}\left(p, y, T_{j}, s\right) \wedge \operatorname{SatAvail}(p, y, x, s)\right\}\right]\right)
\end{gathered}
$$

### 2.4 Main Theorems

Proposition 2.4.1 The formulae $\operatorname{HCon}_{T}(\phi)$ and $\operatorname{HCon}_{T}^{*}(\phi)$ binumerate "Herbrand Consistency of $T$ with $\phi$ " in $\mathbb{N}$ :
$\mathbb{N} \models \operatorname{HCon}_{T}(\phi)$ iff $\mathbb{N} \models \operatorname{HCon}_{T}^{*}(\phi)$ iff " $\{\phi\} \cup T$ is Herbrand consistent."

Herbrand Consistency of $T, \operatorname{HCon}(T)$, is $\operatorname{HCon}_{T}(" 0=0 ")$.

Since in view of Herbrand (and any cut-free) proof, the notion of sub-theory is different than of Hilbert proof (see the explanation after the proof of the main theorem) so by " $S$ is a fragment of $T$ " or " $T$ is extending $S$ " we mean that "the axiom-set of $S$ is a sub-set of the axiom-set of $T$ ".

Note that by a theory we mean "a set of sentences" and this is regarded differently than "the set of its logical consequences". See also [20].

In Chapter 3 we prove:

Proposition 2.4.2 There is a finite set of $I \Delta_{0}$-derivable sentences, say $B$, such that for every bounded formula $\theta(x)$ with $x$ as the only free variable, and for any finite theory $\alpha$ (in the language of arithmetic) whose axiom-set contains the set $B$,

$$
I \Delta_{0} \vdash \operatorname{HCon}(\alpha) \wedge \exists x \in I \quad \theta(x) \rightarrow \operatorname{HCon}_{\alpha}^{*}(" \exists x \in I \quad \theta(x) ")
$$

Having this proposition we can prove our main theorem:

Theorem 2.4.3 Take $B$ as in the previous proposition, and let $H$ be a finite fragment of $I \Delta_{0}$ containing $P A^{-}$such that the previous proposition is provable in $H$, then for any finite consistent theory $\alpha$ (in the language of arithmetic) whose axiom-set contains the set $B \cup H$, we have $\alpha \nvdash H C o n(\alpha)$.

Proof. Let $\tau$ be the fixed point of $\operatorname{HCon}_{\alpha}^{*}(\neg x)$ (that is $\operatorname{HCon}_{\alpha}^{*}(\neg \tau) \equiv \tau$ and it is available in $P A^{-}$, i.e. $P A^{-} \vdash \operatorname{HCon}_{\alpha}^{*}(\neg \tau) \equiv \tau$, see [8].)

The theory $\alpha+\neg \tau$ is consistent, since otherwise, by proposition 2.4.1, we would have $\mathbb{N} \models \neg H C o n_{\alpha}^{*}(\neg \tau)$ and so by the fact that $P A^{-}$is $\Sigma_{1}$-complete ([8]) we would get $P A^{-} \vdash \neg \operatorname{HCon}_{\alpha}^{*}(\neg \tau)$, hence $\alpha \vdash \neg \tau$, then $\alpha$ would be inconsistent.

Write $\neg \tau \equiv \exists x \in I \theta(x)$ for a bounded $\theta$, then

$$
\alpha+\neg \tau+H \operatorname{Con}(\alpha) \vdash H \operatorname{Con}(\alpha) \wedge \exists x \in I \theta(x),
$$

so by proposition 2.4.2, we get
$\alpha+\neg \tau+\operatorname{HCon}(\alpha) \vdash \operatorname{HCon}_{\alpha}^{*}(" \exists x \in I \theta(x) ")$,
and then $\alpha+\neg \tau+\operatorname{HCon}(\alpha) \vdash \operatorname{HCon}_{\alpha}^{*}(\neg \tau)$, hence $\alpha+\neg \tau+\operatorname{HCon}(\alpha) \vdash \tau$.

So $\alpha \vdash \operatorname{HCon}(\alpha) \rightarrow \tau$, and this shows that $\alpha \nvdash H C o n(\alpha)$.

It is worth mentioning that different axiomatizations of a theory have different Herbrand-proof speeds, as Willard observes in [20]: "a redundant axiom can super-exponentially shorten the length of some cut-free proofs". And since the cost of switching a proof to a (cut-free) Herbrand proof is of super-
exponential (see e.g. [15] and [16]) accepting some theorems of a weak theory (e.g. $I \Delta_{0}$ ) as axioms, may economize its proof system.

Definition 2.4.4 Define the function $\omega(x)=x^{\log ^{2} x}$, and denote its totality axiom by $\Omega=\forall x \exists y " y=\omega(x)$ ".

For any term $t(\omega)$ (in the language of arithmetic extended by the function symbol $\omega$, see $[6])$ we have $t(\omega)[x]<\omega_{1}(x)$ for sufficiently large $x$; in fact it can be shown by induction on $t$ that $t(\omega)[x]<x^{P\left(\log ^{2} x\right)}$ for sufficiently large $x$, where $P\left(\log ^{2} x\right)$ is a polynomial with respect to $\log ^{2}, \log ^{3}, \cdots$. For example $\omega^{2}(x)=x^{Q\left(\log ^{2} x\right)}$ where $Q\left(\log ^{2} x\right)=\log ^{3} x \cdot \log ^{2} x+\left(\log ^{2} x\right)^{2}$.

Thus $I \Delta_{0} \nVdash I \Delta_{0}+\Omega \nVdash I \Delta_{0}+\Omega_{1}$.

In Chapter 4 we show,

Proposition 2.4.5 There is a finite fragment of $I \Delta_{0}+\Omega$, say $D$, such that for every bounded formula $\theta(x)$ with $x$ as the only free variable, and for any finite theory $\alpha$ (in the language of arithmetic) extending $D$,

$$
I \Delta_{0}+\Omega \vdash \operatorname{HCon}(\alpha) \wedge \exists x \in I \theta(x) \rightarrow \operatorname{HCon}_{\alpha}^{*}(" \exists x \in I \theta(x) ")
$$

Then with a proof very similar to that of theorem 2.4.3, it can be shown that:

Theorem 2.4.6 Take $D$ as the previous proposition, and let $H$ be a finite fragment of $I \Delta_{0}+\Omega$ containing $P A^{-}$such that the previous proposition is provable in $H$, then for any finite consistent theory $\alpha$ (in the language of arithmetic) extending $D \cup H$, we have $\alpha \nvdash H C o n(\alpha)$.

Hence we show Godel's Second Incompleteness Theorem for Herbrand Consistency of a certain axiomatization of $I \Delta_{0}$ (where some $I \Delta_{0}$-theorems are taken as axioms.) And for the theory $I \Delta_{0}+\Omega$ (and also for $I \Delta_{0}+\Omega_{1}$ in Chapter 5) we show Godel's Second Incompleteness Theorem for its Herbrand Consistency when its "usual" axiomatization is taken.

## Chapter 3

# A $\Sigma_{1}$-Completeness Theorem 

Godel's Second Incompleteness Theorem says that no machine can correctly prove that it does not contradict itself. Roger Penrose argues that we humans can intuitively see that our mathematics is free from contradictions. So we cannot be machines.

Oliver Schulte

This Chapter is devoted to prove proposition 2.4.2, see also [13].

Godel's original second incompleteness theorem states unprovability of (formalized) consistency of $T$ in $T$, for sufficiently strong theories $T$. Being "sufficiently strong" means being able to code sets, sequences, terms and some other logical (syntaical) concepts, like provability and being able to prove their properties.

Of those properties are:

1. $T \vdash \operatorname{Pr}_{T}(\varphi) \wedge \operatorname{Pr}_{T}(\varphi \rightarrow \psi) \rightarrow \operatorname{Pr}_{T}(\psi)$, and
2. $T \vdash \operatorname{Pr}_{T}(\varphi) \rightarrow \operatorname{Pr}_{T}\left(\operatorname{Pr}_{T}(\varphi)\right)$

Usually the property 2 is proved by use of formalized $\Sigma_{1}$-completeness theorem: $T \vdash \varphi \rightarrow \operatorname{Pr}_{T}(\varphi)$ for any $\Sigma_{1}$-formula $\varphi$.

So how can one show Godel's second incompleteness theorem for weak arithmetics, which are not that strong to prove those properties?

One may have two options here (although, these are not the only ways, see e.g. [2]):

1) try to find a model of $T$ which does not satisfy $\operatorname{Con}(T)$, or
2) try to show some weak forms of $\Sigma_{1}$-completeness in $T$, which can prove $T \nvdash \operatorname{Con}(T)$ (by a similar argument of our main theorem's proof.)

The first method is applied in [4] to show $Q \nvdash \operatorname{Con}(Q)$ for Robinson's arithmetic $Q$. And the second method is applied in [1] and [3].

Here we also use the second method: we prove a kind of formalized $\Sigma_{1}$ completeness theorem which is sufficiently powerful to show unprovabolity of consistency. (c.f. [7] and [3].)

A weak form of $\Sigma_{1}$-completeness theorem can be like:
$T \vdash \operatorname{Con}(T) \wedge \exists x \theta(x) \rightarrow \operatorname{Con}_{T}(\exists x \theta(x))$ for $\Delta_{0}$-formulae $\theta(x)$ (c.f. [1], [3] .)

Our proposition 2.4.2 is a form of weak formalized $\Sigma_{1}$-incompleteness theorem, in which the witness $x$ for $\theta(x)$ is small (restricted to the cut $I$ defined below) and the second consistency predicate is rather weak (that is $H C o n_{T}^{*}$ instead of $\mathrm{HCon}_{T}$.)

We need some auxiliary definitions and lemmas.

### 3.1 Base Theory

Take $A$ be the axiom system:

$$
\text { A1. } \forall x \exists y \text { " } y=S(x) "
$$

A2. $\forall x, y, z(" y=S(x) " \wedge " z=S(x) " \rightarrow y=z)$

A3. $\forall x(x \leq x)$

A4. $\forall x, y, z(x \leq y \wedge y \leq z \rightarrow x \leq z)$

A5. $\forall x(x \leq 0 \rightarrow x=0)$

A6. $\forall x, y, z(" y=S(z) " \wedge x \leq y \rightarrow x \leq z \vee x=y)$

A7. $\forall x, y(" y=S(x) " \rightarrow x \leq y)$

A8. $\forall x " x+0=x$ "

A9. $\forall x, y, z, u, v(" z=S(y) " \wedge " x+y=u " \wedge " v=S(u) " \rightarrow " x+z=v ")$

A10. $\forall x " x \cdot 0=0$ "

$$
\begin{aligned}
& \text { A11. } \forall x, y, z, u, v(" z=S(y) " \wedge " x \cdot y=u " \wedge " u+x=v " \rightarrow " x \cdot z=v ") \\
& \text { A12. } \forall x, y(" y=S(x) " \rightarrow \neg y \leq x)
\end{aligned}
$$

As mentioned before, folklore axiomatizations of (different fragments of) arithmetic, consists of the axioms of $Q$ ([6], page 28) or the axioms of $P A^{-}$ ([8], page 16), let us call it "the base theory", plus the induction axioms.

Here, our base theory $A$ is slightly different from $Q$ or $P A^{-}$, (mainly) in the axioms $A 5$ and $A 6$. These are replaced for the axioms Q3 and Q8 in [6] or for Ax13, Ax14 and Ax18 in [8]. The reason for choosing $A 5$ and $A 6$ to the above axioms is that we get a $\forall_{1}$-axiomatized base theory (note that except of $A 1$, all other axioms of $A$ are $\forall_{1}$.) This will help to prove the next lemma.

Recall that $f_{1}^{1,1}$ is the first 1-ary Skolem function symbol for the first axiom. So, the Skolemized form of $A 1$ is $\forall x\left\{f_{1}^{1,1}(x)=S(x)\right\}$.

Fix the terms $c_{0}=0$, and inductively $c_{j+1}=f_{1}^{1,1}\left(c_{j}\right)$, for $j<i$ where $i \in l o g^{2}$ is given. (See lemma 2.3.1 in Chapter 2 for the existence of $c_{j}$ ).

The term $c_{i}$ is represented as the $i$-th numeral in every $A$-evaluation $p$ on $\left\{c_{0}, \cdots, c_{i}\right\}: \quad p\left[c_{0}=0\right]=1$ and $p\left[c_{j+1}=S\left(c_{j}\right)\right]=1$, for $j<i$.

Lemma 3.1.1 (I $\left.\Delta_{0}\right)$ Suppose for an $i \in \log ^{2}$ with $i \geq 1$, we have $\left\{c_{0}, \cdots, c_{i}\right\} \subseteq$ $\Lambda$ for a set of terms $\Lambda$, and $p$ is an $A$-evaluation on $\Lambda$, then

1) If $p\left[a \leq c_{i}\right]=1$ for an $a \in \Lambda$, then there is an $j \leq i$ such that $p\left[a=c_{j}\right]=1$.
2) If $\gamma$ is an open formula and $\gamma\left(x_{1}, \cdots, x_{m}\right)$ holds for $x_{1} \cdots x_{m} \leq i$, then
$p\left[\gamma\left(c_{x_{1}}, \cdots, c_{x_{m}}\right)\right]=1$.

Proof. 1) by induction on $j$, one can prove that if $p\left[a \leq c_{j}\right]=1$ then $p\left[a=c_{k}\right]=1$ for a $k \leq j$ : for $j=0$ use $A 5$, and for $j+1$ use $A 6$.

We note that the following bounded formula can express the statement for those $j$ 's:
$\forall a \in \Lambda \forall u \leq \mathbf{K}^{i^{2}} \exists v \leq \mathbf{K}^{i^{2}} \exists k \leq j\{\varphi(j, u) \wedge p[a \leq u]=1 \longrightarrow \varphi(k, v) \wedge p[a=$ $v]=1\}$. (Recall $\mathbf{K}$ and $\varphi$ from lemma 2.3.1 in Chapter 2, page 21.)
2) Note that the assertion 2) can be expressed by the bounded formula:
$\forall x_{1} \leq i \cdots \forall x_{m} \leq i \forall u_{1} \leq \mathbf{K}^{i^{2}} \cdots \forall u_{m} \leq \mathbf{K}^{i^{2}}\left\{\varphi\left(x_{1}, u_{1}\right) \wedge \cdots \wedge \varphi\left(x_{m}, u_{m}\right) \wedge\right.$ $\left.\gamma\left(x_{1}, \cdots, x_{m}\right) \longrightarrow p\left[\gamma\left(u_{1}, \cdots, u_{m}\right)\right]=1\right\}$.

First we prove it for the atomic or negated atomic formulae. For $x_{1} \leq x_{2}$ use induction on $x_{2}$, for $x_{2}=0$ by $A 3$ and for $x_{2}+1$ by $A 3, A 4$ and $A 7$. Similarly for $x_{1}+x_{2}=x_{3}$ and $x_{1} \cdot x_{2}=x_{3}$ use induction on $x_{2}$ and $A 8$, $A 9, A 10$ and $A 11$. For $\neg x_{1}=x_{2}$ : if $\neg x_{1}=x_{2}$ then either $x_{1}+1 \leq x_{2}$ or $x_{2}+1 \leq x_{1}$, e.g. for $x_{1}+1 \leq x_{2}$ we have $p\left[c_{x_{1}+1} \leq c_{x_{2}}\right]=1$, now use $A 12$. For $\neg S\left(x_{1}\right)=x_{2}$ use $A 2$, and the cases $\neg x_{1}+x_{2}=x_{3}$ and $\neg x_{1} \cdot x_{2}=x_{3}$ can be derived from the previous cases. For $\neg x_{1} \leq x_{2}$ : if $\neg x_{1} \leq x_{2}$ then $x_{2}+1 \leq x_{1}$ so $p\left[c_{x_{2}+1} \leq c_{x_{1}}\right]=1$, now use $A 4$ and $A 12$.

The induction cases for $\wedge, \vee, \rightarrow$ are straightforward. (Note we have assumed that the formula $\theta$ is in normal form: the negation appears only in front of atomic formulas.)

### 3.2 Skolemization of $x \in I$

Recall Godel's $\beta$-function:
$\beta(a, b, i)=r$ if $a=(q+1)[(i+1) b+1]+r \wedge r \leq(i+1) b$ for some $q$.
Define the ordered pairs by $\langle a, b\rangle=a+\frac{1}{2}(a+b+1)(a+b)$.

Define the divisibility relation $x \mid y$ by $\forall q, r(y=q \cdot x+r \wedge r<x \rightarrow r=0)$.

Let $\Psi(x, i)=\forall a, b, c\{\langle\langle a, b\rangle, c\rangle=x \rightarrow[a \geq(i+1) b+1] \wedge[\beta(a, b, 0)=$ $2] \wedge\left[\beta(a, b, j+1)=(\beta(a, b, j))^{2}\right] \wedge[\forall k<i((k+1) \mid b)] \wedge[\beta(a, b, i) \mid b] \wedge[\forall k<$ $i((k+1) b+1 \mid c)]\}$.

Note that $\Psi(x, i)$ can be written by a $\forall_{1}$-formula.
The formula $\Psi(x, i)$ states that $x=\langle\langle a, b\rangle, c\rangle$ where $\langle a, b\rangle$ is a $(\beta)$-code of a sequence whose length is at least $i+1$, and its first term is 2 and every term is the square of its preceding term. So such a sequence looks like: $\left\langle 2,2^{2}, 2^{2^{2}}, \cdots, 2^{2^{i}}, \ldots\right\rangle$. The second component of $x, c$ is a parameter. The condition $[\forall k<i((k+1) \mid b)]$ implies that for any $u, v \leq i$, $((u+1) b+1,(v+1) b+1)=1$ when $u \neq v$. So by $[\forall k \leq i((k+1) b+1 \mid c)]$ we get $\left[\prod_{k \leq i+1}\{k b+1\} \mid c\right]$ hence $\left[c \geq \prod_{k \leq i+1}\{k b+1\}\right]$. (Note that this informal argument can not be formalized in $I \Delta_{0}$ this way.)

By $\operatorname{invs}(u, v)$ we mean the (unique) element $w \in\{0, \cdots, v-1\}$ such that $u w \equiv_{(\text {mode } v)} 1$ (of course when such a $w$ exists) and by $n g t(u, v)$ the (unique) element $w \in\{0, \cdots, v-1\}$ such that $u+w \equiv_{(\text {mode } v)} 0$.

For given $n, x_{1}, \cdots, x_{n}$, let $b=\max \left\{x_{1}, \cdots, x_{n}\right\} \cdot n!$ and $b_{j}=j b+1$ for $1 \leq j \leq n$; then $b_{1}, \cdots, b_{n}$ are pairwise co-prime.

Let $a_{1}=x_{1}$, and
$a_{k+1}=a_{k}+\left(\prod_{1 \leq j \leq k} b_{j}\right) \cdot \operatorname{invs}\left(\prod_{1 \leq j \leq k} b_{j}, b_{k+1}\right) \cdot\left[x_{k+1}+n g t\left(a_{k}, b_{k+1}\right)\right]$,
for all $k$, where $1 \leq k<n$.

For $a=a_{n}$ we have $a \equiv_{\left(\text {mode } b_{j}\right)} x_{j}$ for all $1 \leq j \leq n$.

The above ordered pair $\langle a, b\rangle$ is a $\beta$-code of the sequence $\left\langle x_{1}, \cdots, x_{n}\right\rangle$.

Lemma 3.2.1 $I \Delta_{0} \vdash \forall x, i \exists y(\Psi(x, i) \rightarrow \Psi(y, i+1))$

Proof. Suppose $\Psi(x, i)$ holds, and $x=\langle\langle a, b\rangle, c\rangle$.

Let $b^{\prime}=b^{2} \cdot(i+1)$, then by $\forall k \leq i(k \mid b)$ we get $\forall k \leq i+1\left(k \mid b^{\prime}\right)$; also since $2^{2^{i}} \mid b$ then $2^{2^{i+1}}=\left(2^{2^{i}}\right)^{2}\left|b^{2}\right| b^{\prime}$.

So $\left(u b^{\prime}+1, v b^{\prime}+1\right)=1$ for any $u, v \leq i+2$ which $u \neq v$.

Let $d_{j}=\min _{u \leq c}\{\forall k \leq j(\exists v \leq u[u=v \cdot((k+1) b+1)])\}$, for any $j \leq i$. (Note that $d_{j}$ is $\Delta_{0}$-definable.)

It can be shown that $d_{j+1}=d_{j} \cdot((j+2) b+1)$, for $j<i$.
By induction on $j \leq i$ it can be shown that $b^{j} \leq d_{j}$, so $b^{i}$ exists. (Again note that the formula $b^{j} \leq d_{j}$ is bounded w.r.t $b, j$ and $c$.) Also $(i+1)^{j+1} \leq 2^{2^{i}} \leq a$ for $j \leq i$.

Let $e_{j}=b^{j+1} \cdot(i+1)^{j+1}$, for $j \leq i .\left(\right.$ Note that $e_{j} \leq c \cdot a$ and $\left.d_{j} \leq c.\right)$

By induction on $j \leq i$ we show that:

$$
\exists x \leq c^{2} \cdot a\left\{" x \leq e_{j} \cdot d_{j} " \wedge \forall k \leq j\left((k+1) b^{\prime}+1 \mid x\right)\right\}
$$

in which " $x \leq e_{j} \cdot d_{j}$ " can be expressed by a bounded formula. We note that $e_{j}$ and $d_{j}$ are $\Delta_{0}$-definable w.r.t $j$. We note that all the quantifiers of the explicit form of the above formula can be bounded by " $c^{2} \cdot a$ ".

For $j=0$, let $x=b^{\prime}+1$, then $x \leq e_{0} \cdot d_{0}$ and $b^{\prime}+1 \mid x$.

For $j+1$, if $x \leq e_{j} \cdot d_{j}$ is such that $\forall k \leq j\left((k+1) b^{\prime}+1 \mid x\right)$, let $y=$ $x \cdot\left((j+2) b^{\prime}+1\right)$, then $y \leq d_{j} e_{j}\left((j+2) b^{\prime}+1\right)=d_{j} e_{j}\left((j+2) b^{2}(i+1)+1\right) \leq$ $d_{j} e_{j}((j+2) b+1)(b(i+1))=d_{j}((j+2) b+1) e_{j}(b(i+1))=d_{j+1} e_{j+1}$. Also $\forall k \leq j+1\left((k+1) b^{\prime}+1 \mid y\right)$.

Hence we showed that $\forall j \leq i \exists x \leq e_{j} d_{j} \forall k \leq j\left((k+1) b^{\prime}+1 \mid x\right)$. Denote the corresponding $x$ to $j$ by $l_{j}$ (so $\forall k \leq j\left((k+1) b^{\prime}+1 \mid l_{j}\right)$.)

Take $c^{\prime}=l_{i} \cdot\left((i+2) b^{\prime}+1\right)$.

Let $a_{0}=2$, and
$a_{k+1}=a_{k}+l_{k} \cdot \operatorname{inv}\left(l_{k},(k+1) b^{\prime}+1\right) \cdot\left[2^{2^{k+1}}+n g t\left(a_{k},(k+1) b^{\prime}+1\right)\right]$, for $k \leq i$.

And $a^{\prime}=a_{i+1}$. It can be shown that $\forall j \leq i \beta\left(a^{\prime}, b^{\prime}, j\right)=\beta(a, b, j)$ and $\beta\left(a^{\prime}, b^{\prime}, i+1\right)=\beta(a, b, i)^{2}$.

So with $y=\left\langle\left\langle a^{\prime}, b^{\prime}\right\rangle, c^{\prime}\right\rangle$ we have $\Psi(y, i+1)$.

Define the cut $I$ as: $x \in I \Longleftrightarrow \exists z \Psi(z, x)$.

Denote the open part of $\Psi$ by $\bar{\Psi}$, so $\Psi(z, x)=\forall \mathbf{u} \bar{\Psi}(z, x, \mathbf{u})$, in which $\mathbf{u}=\left(u_{1}, \cdots, u_{k}\right)$ for a natural $k$.

To get the $B$ asserted in the proposition, we add the following axioms to $A$ :

B1. $\Psi(\langle\langle 5,2\rangle, 3\rangle, 0)$

B2. $\forall x \forall i \exists y(\Psi(x, i) \rightarrow \Psi(y, i+1))$

The axiom $B 1$ says that the number $\langle\langle 5,2\rangle, 3\rangle$ is a $\beta$-code for the sequence $\langle 2\rangle$ (as it can be seen $5 \equiv_{\bmod (2+1)} 2$ and $3=2+1$.)

And the axiom $B 2$ is the $I \Delta_{0}$-derivable statement $i \in I \rightarrow i+1 \in I$.

To be more precise we write the axiom $B 2$ in the prenex normal form:

$$
B 2^{\prime} . \forall x \forall i \exists y \exists \mathbf{u} \forall \mathbf{v}(\bar{\Psi}(x, i, \mathbf{u}) \rightarrow \bar{\Psi}(y, i+1, \mathbf{v}))
$$

Its Skolemized form is
$\forall x, i, j, v_{1}, \cdots, v_{k}\left(j=S(i) \wedge \bar{\Psi}\left(x, i, f_{2}^{2,14}(x, i), \cdots, f_{2}^{1+k, 14}(x, i)\right) \rightarrow \bar{\Psi}\left(f_{2}^{1,14}(x, i), j, v_{1}, \cdots, v_{k}\right)\right)$.
Recall from Chapter 2 that $f_{l}^{i, j}$ is fixed to be the $i$-th, $l$-ary Skolem function symbol of the $j$-th axiom of a theory $T$, by which the predicate $\mathrm{HCon}_{T}(x)$ had been defined. Here the first 12 axioms of $B$ are the axioms of $A$, the number 13 is $B 1$ and the axiom number 14 is $B 2$. So the function symbols $f_{1}^{1,14}, f_{1}^{2,14}, \cdots, f_{1}^{k+1,14}$ are taken to be the Skolem function symbols of $B 2$.

Fix the terms $z_{0}=c_{699}$, and inductively $z_{j+1}=f_{2}^{1,14}\left(z_{j}, c_{j}\right)$, for $j<i$,
where $i \in \log ^{2}$ is given.

Let $\mathcal{L}^{\prime \prime}=\left\{0, f_{1}^{1,1}, f_{2}^{1,14}\right\}$, and take the bounded formula defining terms in this language as $\operatorname{Term}_{\mathcal{L}^{\prime \prime}}$. The following argument describes the bounded formula $\phi(j, x)$ which defines " $x=z_{j}$ " (see [6] page 313):

- either ( $j=0$ and $x=c_{699}$ ), or
$-\operatorname{Term}_{\mathcal{L}^{\prime \prime}}(x)$, and
$-x$ begins with $f_{2}^{1,14}$, and
- every $y$ such that $\operatorname{SubWB}(y, x) \& \operatorname{Term}_{\mathcal{L}^{\prime \prime}}(y)$, either
- does not contain any $f_{2}^{1,14}$ and is a $c_{k}$ for a $k \leq j$, or
- contains a $f_{2}^{1,14}$ and is of the form $f_{2}^{1,14}\left(s, c_{k}\right)$ for a $k \leq j$ such that
- the number of $f_{2}^{1,14,}$ s appearing in $y$ is $k+1$, and either
- ( $s$ is $c_{699}$ and $k=0$ ), or
$-\operatorname{Term}_{\mathcal{L}^{\prime \prime}}(s)$ and $s$ begins with $f_{2}^{1,14}$.

And for $1 \leq l \leq k$, fix $u_{j}^{l}=f_{2}^{1+l}\left(z_{j}, c_{j}\right)$, where $j \leq i$.
It is easy to see that $u_{j}^{l}$ can be defined by bounded formula w.r.t $l$ and $j$.
The term $z_{i}$ is represented as a $(\beta)$-code of the sequence $\left\langle 2,2^{2}, \cdots, 2^{2^{i}}\right\rangle$ in any $B$-evaluation on $\left\{c_{0}, \cdots, c_{i}, z_{0}, \cdots, z_{i}\right\}$ (note that $699=\langle\langle 5,2\rangle, 3\rangle$ and $\langle 5,2\rangle$ is a $\beta$-code for $\langle 2\rangle$.)

The terms $u_{j}^{l}$ are auxiliary (to prove lemma 3.2.3.)

## Similar to lemma 2.3.1 in Chapter 2 we can prove:

Lemma 3.2.2 For $i \in \log ^{2}$ with $i \geq 1$, there is a sequence $X$ with length $i$ such that $\forall j \leq i \phi\left(j,(X)_{j}\right)$ and $X \leq \mathbf{A}^{8 i^{3}}$ for a fixed $\mathbf{A} \in \mathbb{N}$. In other words the sequence $\left\langle z_{0}, \cdots, z_{i}\right\rangle$ exists and has a code $\leq \mathbf{A}^{8 i^{3}}$.

Proof. Recall the $\mathbf{m}$ and $\mathbf{K}$ from the proof of lemma 2.3.1 in Chapter 2, page 21 .

We had $c_{j+1} \leq \mathbf{m} \cdot c_{j}$.
Let $\mathbf{n}=64^{5} \cdot \operatorname{code}\left(f_{2}^{1,14}\right) \cdot \operatorname{code}("(") \cdot \operatorname{code}(") ")$, so
$z_{j+1} \leq \mathbf{n} \cdot z_{j} \cdot c_{j}$, and by reverse induction on $l \leq j$,
$z_{j+1} \leq \mathbf{n}^{l+1} \cdot \mathbf{m}^{1+\cdots+l} \cdot z_{j-l} \cdot\left[c_{j-l}\right]^{l}$, so
$z_{j+1} \leq \mathbf{n}^{j+1} \cdot \mathbf{m}^{1+\cdots+j} \cdot z_{0} \cdot\left[c_{0}\right]^{j}$, or
$z_{j} \leq \mathbf{A}^{j^{2}}$ for $\mathbf{A}=\mathbf{n} \cdot \mathbf{m} \cdot\left(z_{0}\right) \cdot \mathbf{K}$.
(Note that all the parameters in the induction formula are bounded by $\left(\mathbf{n} \cdot \mathbf{m} \cdot\left(z_{0}\right) \cdot \mathbf{K}\right)^{i^{2}}$ which exists, since $i \in \log ^{2}$. )

So, $\forall j \leq i \exists u \leq \mathbf{A}^{j^{2}} \phi(j, u)$, hence by 2$)$ in page 18, we have the existence of an $X$ such that $X \leq\left(\mathbf{A}^{i^{2}}+2\right)^{4 i} \wedge\left\{l h(X)=i \wedge \forall j \leq i \phi\left(j,(X)_{j}\right)\right\}$.

We note that an Skolem instance of $B 2$ is like
*) $\bar{\Psi}\left(z_{j}, c_{j}, u_{j}^{1}, \cdots, u_{j}^{k}\right) \rightarrow \bar{\Psi}\left(z_{j+1}, c_{j+1}, x_{1}, \cdots, x_{k}\right)$,
for arbitrary variables $x_{1}, \cdots, x_{k}$.

Lemma 3.2.3 $\left(I \Delta_{0}\right)$ Suppose for $i \geq 699$ such that $i \in \log ^{2}$, we have $\left\{c_{0}, \cdots, c_{i}, z_{0}, \cdots, z_{i}\right\} \cup$ $\left\{u_{j}^{l} \mid j \leq i, 1 \leq l \leq k\right\} \subseteq \Lambda$, then for any $B$-evaluation $p$ on $\Lambda$, $p$ satisfies all the available Skolem instances of $\Psi\left(z_{j}, c_{j}\right)$, for any $j \leq i$.
(The intuitive meaning is that " $i \in I$ " holds for $i \in \log ^{2}$ in any $B$-evaluation.)

Proof. First we note that the assertion can be expressed by a bounded formula:
$\forall j \leq i \exists u, v \leq \mathbf{A}^{i^{2}} \forall x_{1}, \cdots, x_{k} \in \Lambda\left\{\phi(j, u) \wedge \varphi(j, v) \wedge p\left[\bar{\Psi}\left(u, v, x_{1}, \cdots, x_{k}\right)\right]=1\right\}$.
By induction on $j \leq i$ :

For $j=0$ by $B 1$.

For $j+1$ : by induction hypothesis $p$ satisfies all the available Skolem instances of $\Psi\left(z_{j}, c_{j}\right)$, so in particular $p$ satisfies $\bar{\Psi}\left(z_{j}, c_{j}, u_{j}^{1}, \cdots, u_{j}^{k}\right)$ then by the above instance $*)$, $p$ must satisfy $\bar{\Psi}\left(z_{j+1}, c_{j+1}, v_{1}, \cdots, v_{k}\right)$ for all $v_{1}, \cdots, v_{k}$; that is all the available Skolem instances of $\Psi\left(z_{j+1}, c_{j+1}\right)$.

### 3.3 The Proof

Now we are close to the proof of the proposition, let $\alpha$ be a theory whose set of axioms contains the set $B$, and take a model $M \models I \Delta_{0}$ such that $M \models H C o n(\alpha)$ and $M \models i \in I \wedge \theta(i)$ for an $i \in M$. Take a set of terms $\Lambda$ such
that $F(\Lambda)$ exists and is in $I(M)$, then we find an admissible set of terms $\Lambda^{\prime}$, on which there is an $\alpha$-evaluation (denoted by $q$ ) by the assumption $\operatorname{HCon}(\alpha)$, and this $\alpha$-evaluation induces another $(\alpha \cup\{\exists x \in I \theta(x)\})$-evaluation (denoted by $p$ ) on $\Lambda$. This shows that $M \models \operatorname{HCon}_{\alpha}^{*}(\exists x \in I \theta(x))$.

We can take $i$ and $\Lambda$ to be non-standard, since if one of them is standard the proposition (with almost the same proof) can be justified.

Write $\theta(x)=\forall x_{1} \leq \gamma_{1} \exists y_{1} \leq \beta_{1} \cdots \forall x_{m} \leq \gamma_{m} \exists y_{m} \leq \beta_{m} \bar{\theta}\left(x, x_{1}, y_{1}, \cdots, x_{m}, y_{m}\right)$.

We note that $\theta(x)$ is a bounded formula in our language. So, each $\gamma_{j}$ or $\beta_{j}\left(\right.$ for $j \leq m$ ) is either $x$ or a variable appeared beforehand. Thus $\gamma_{1}$ has to be $x$, and $\beta_{1}$ is either $x$ or $x_{1}$, similarly $\gamma_{2}$ is from $\left\{x, x_{1}, y_{1}\right\}$ and $\beta_{2}$ from $\left\{x, x_{1}, y_{1}, x_{2}\right\}$ and so on ${ }^{1}$.

There are $\Delta_{0}$-definable (partial) functions on $M, g_{1}, \cdots, g_{m}$ (we may assume, $\left.g_{j}:[0, i]^{j} \rightarrow M\right)$ such that for all $a_{1}, \cdots, a_{m} \in M$,
$M \models a_{1} \leq \gamma_{1}^{\prime} \rightarrow\left[g_{1}\left(a_{1}\right) \leq \beta_{1}^{\prime} \wedge \cdots\left[a_{m} \leq \gamma_{m}^{\prime} \rightarrow\left[g_{m}\left(a_{1}, \ldots, a_{m}\right) \leq \beta_{m}^{\prime} \wedge\right.\right.\right.$ $\left.\left.\left.\bar{\theta}\left(i, a_{1}, g_{1}\left(a_{1}\right), \cdots, g_{m}\left(a_{1}, \ldots, a_{m}\right)\right)\right]\right] \ldots\right]$,
in which $\left(\gamma_{j}^{\prime}, \beta_{j}^{\prime} ; j \leq m\right)$ is the image of $\left(\gamma_{j}, \beta_{j} ; j \leq m\right)$ under the substitution $\left\{x \mapsto i, x_{j} \mapsto a_{j}, y_{j} \mapsto g_{j}\left(a_{1}, \cdots a_{j}\right) ; j \leq m\right\}$.

Consider the formula
$\exists x \in I \theta(x) \equiv$
$\exists x \exists z \forall x_{1} \leq \gamma_{1} \exists y_{1} \leq \beta_{1} \cdots \forall x_{m} \leq \gamma_{m} \exists y_{m} \leq \beta_{m} \forall \mathbf{u}\left\{\bar{\Psi}(z, x, \mathbf{u}) \wedge \bar{\theta}\left(x, x_{1}, y_{1}, \cdots, x_{m}, y_{m}\right)\right\}$.
${ }^{1}$ For example $\theta(x)=\forall x_{1} \leq x \exists y_{1} \leq x_{1} \forall x_{2} \leq y_{1} \exists y_{2} \leq x \bar{\theta}\left(x, x_{1}, y_{1}, x_{2}, y_{2}\right)$

Write its Skolemized form as:

$$
\begin{aligned}
& \forall x_{1} \cdots \forall x_{m} \forall \mathbf{u}\left\{\overline { \Psi } ( f _ { 0 } ^ { 2 } , f _ { 0 } ^ { 1 } , \mathbf { u } ) \wedge x _ { \leq } \gamma _ { 1 } ^ { \prime \prime } \rightarrow \left[f_{1}^{1}\left(x_{1}\right) \leq \beta_{1}^{\prime \prime} \wedge \cdots\left[x_{m} \leq \gamma_{m}^{\prime \prime} \rightarrow\right.\right.\right. \\
& {\left[f_{m}^{1}\left(x_{1}, \ldots, x_{m}\right)\right.}\left.\left.\left.\left.\leq \beta_{m}^{\prime \prime} \wedge \bar{\theta}\left(f_{0}^{1}, x_{1}, f_{1}^{1}\left(x_{1}\right), \cdots, x_{m}, f_{m}^{1}\left(x_{1}, \ldots, x_{m}\right)\right)\right]\right] \cdots\right]\right\},
\end{aligned}
$$

in which $\left(\gamma_{j}^{\prime \prime}, \beta_{j}^{\prime \prime} ; j \leq m\right)$ is the image of $\left(\gamma_{j}, \beta_{j} ; j \leq m\right)$ under the substitution $\left\{x \mapsto f_{0}^{1}, y_{j} \mapsto f_{j}^{1}\left(x_{1}, \cdots x_{j}\right) ; j \leq m\right\}$.

Recall from Chapter 2 that the function symbols $f_{l}^{i}$ is supposed to be the $i$-th, $l$-ary Skolem function symbol for the formula $y$ in the definition of $H C o n_{T}(y)$. Here $y=\exists x \in I \theta(x)$, so we use the symbols $f_{0}^{1}, f_{0}^{2}, f_{1}^{1}, \cdots, f_{m}^{1}$ to Skolemize this formula. Note that we are aiming to show $\operatorname{HCon}_{T}^{*}(\exists x \in I \theta(x))$.

Define the operation Move on terms be defined by the term-rewriting rules:

- $f_{0}^{1} \mapsto c_{i}$
$-f_{0}^{2} \mapsto z_{i}$
- $f_{1}^{1}\left(c_{j}\right) \mapsto c_{g_{1}(j)}$
$\vdots$
$-f_{m}^{1}\left(c_{j_{1}}, \cdots, c_{j_{m}}\right) \mapsto c_{g_{m}\left(j_{1}, \cdots, j_{m}\right)}$

That is the term $f_{0}^{1}$ is mapped (under Move) to $c_{i}$, and $f_{0}^{2}$ is mapped to $z_{i}$ and for any $1 \leq t \leq m$ the term $f_{t}^{1}\left(c_{j_{1}}, \cdots, c_{j_{t}}\right)$ is mapped to $c_{g_{t}\left(j_{1}, \cdots, j_{t}\right)}$.

The accurate definition can be written by a bounded formula by applying
proposition 3.36, page 314 of [6].

The extension of the operation $\mathbb{M}$ ove to (all) other terms, has the following properties:
i) $\operatorname{Move}(c)$ is $c$, if $c$ is a constant symbol other than $f_{0}^{1}$ or $f_{0}^{2}$.
ii) $\operatorname{Move}(c) c_{i}$ if $c=f_{0}^{1}$ and is $z_{i}$ if $c=f_{0}^{2}$.
iii) $\left.\operatorname{Move}\left(t_{1}, \cdots, t_{k}\right)\right)$ is $f\left(\operatorname{Move}\left(t_{1}\right), \cdots, \operatorname{Move}\left(t_{k}\right)\right)$ in which $f$ is a function symbol other than $f_{l}^{1}$ for $1 \leq l \leq m$.
iv) $\operatorname{Move}\left(f_{l}^{1}\right)\left(t_{1}, \cdots, t_{l}\right)$ is $f_{l}^{1}\left(\mathbb{M o v e}\left(t_{1}\right), \cdots, \operatorname{Move}\left(t_{l}\right)\right)$ if one of $t_{1}, \cdots, t_{l}$ is not in $\left\{c_{0}, \cdots, c_{i}\right\}$.
v) $\operatorname{Move}\left(f_{l}^{1}\right)\left(t_{1}, \cdots, t_{l}\right)$ is $c_{g_{l}\left(j_{1}, \cdots, j_{l}\right)}$ if $1 \leq l \leq m$ and $t_{1}=c_{j_{1}}, \cdots, t_{l}=c_{j_{l}}$ with $j_{1}, \cdots, j_{l} \leq i$.

The definition of Move is motivated from the proof of the fact that the evaluation $p$ defined below, is an $\alpha \cup\{\exists x \in I \theta(x)\}$-evaluation (see below.)

The operation Move changes the roles of $f_{0}^{1}$ and $f_{0}^{2}$ to $c_{i}$ and $z_{i}$, so that $p$ satisfies the available Skolem instances of $\Psi\left(f_{0}^{2}, f_{0}^{1}\right)$ (since any $\alpha$-evaluation satisfies the available Skolem instances of $\Psi\left(z_{i}, c_{i}\right)$, see lemma 3.2.3) and chang$\operatorname{ing} f_{t}^{1}\left(c_{j_{1}}, \cdots, c_{j_{t}}\right)$ to $c_{g_{t}\left(j_{1}, \cdots, j_{t}\right)}$ implies that $p$ satisfies the available Skolem instances of $\theta\left(f_{0}^{1}\right)$ (since any $\alpha$-evaluation satisfies the available Skolem instances of $\theta\left(c_{i}\right)$, see lemma 3.1.1.)

Lemma 3.3.1 There is a set $\Lambda_{1}$ (in $M$ ) such that
$\forall t\left\{t \in \Lambda_{1} \leftrightarrow \exists w \in \Lambda(t=\operatorname{Move}(w))\right\}$.
In other words, $\Lambda_{1}=\mathbb{M o v e}(\Lambda)$ exists.

Proof. A trivial corollary of lemma 3.2.2 is that
$c_{j}, z_{j} \leq \mathbf{A}^{j^{2}}$ for any $j \leq i$.

Hence by 5) in page 18 , for any term $t$ which $\left(2 \mathbf{A}^{i^{2}}\right)^{\log (t)}$ exists, $\mathbb{M o v e}(t)$ exists and is $\leq\left(2 \mathbf{A}^{i^{2}}\right)^{\log (t)} ;$ moreover $\operatorname{Move}(t) \leq 2^{\Lambda} \cdot \mathbf{A}^{i^{2} \Lambda}$, when $t \in \Lambda$. (Note that $i, \Lambda \in \log ^{2}$.)

Now since $\left(2^{\Lambda} \cdot \mathbf{A}^{i^{2} \Lambda}+2\right)^{|\Lambda|}$ exists, and we have $\forall x \in \Lambda \exists y \leq 2^{\Lambda} \cdot \mathbf{A}^{i^{2} \Lambda}\{y=$ $\operatorname{Move}(x)\}$, we can use II) in page 19 with the bounded formula $\varphi(x, y)=x \in$ $\Lambda \rightarrow y=\operatorname{Move}(x)$, to infer the existence of $\operatorname{Move}(\Lambda)$.

There is a natural $\mathbf{B} \in \mathbb{N}$ such that for all $j \leq i$ and $l \leq k c_{j}, z_{j}, u_{j}^{l} \leq \mathbf{B}^{j^{2}}$.
This can be implied from lemmas 2.3.1 and 3.2.2.

Hence we can construct the set $\left\{u_{j}^{l} \mid j \leq i, 1 \leq l \leq k\right\}$ (its code can be $\left.\leq\left(\mathbf{B}^{i 2}+2\right)^{4 i k}\right)$ with a very similar proof of lemmas 2.3.1 and 3.2.2.

Let $\Lambda^{\prime}=\operatorname{Move}(\Lambda) \cup\left\{c_{0}, \cdots, c_{i}, z_{0}, \cdots, z_{i}\right\} \cup\left\{u_{j}^{l} \mid j \leq i, 1 \leq l \leq k\right\}$.

Lemma 3.3.2 The set $\Lambda^{\prime}$ is admissible.

Proof. We have already shown that
(code of) $\operatorname{Move}(\Lambda) \leq\left(2^{\Lambda} \cdot \mathbf{A}^{i^{2} \Lambda}+2\right)^{|\Lambda|} \leq 4^{\Lambda^{2}} \mathbf{A}^{i^{2} \Lambda^{2}}$, and

$$
\begin{aligned}
& \quad \text { (code of) }\left\{c_{0}, \cdots, c_{i}, z_{0}, \cdots, z_{i}\right\} \cup\left\{u_{j}^{l} \mid j \leq i, 1 \leq l \leq k\right\} \leq\left(\mathbf{B}^{i^{2}}+2\right)^{4(k+2) i} \leq \\
& 2^{4(k+2) i} \mathbf{B}^{4 i^{3}(k+2)} .
\end{aligned}
$$

Hence (code of) $\Lambda^{\prime} \leq 64 \cdot 4^{\Lambda^{2}} \mathbf{A}^{i^{2} \Lambda^{2}} 2^{4(k+2) i} \mathbf{B}^{4 i^{3}(k+2)}$, by III) in page 19 .

Let $s=\max \{i, \Lambda\}$. So we can write

$$
\Lambda^{\prime} \leq \mathbf{C}^{s^{4}} \text { for a natural number } \mathbf{C}\left(=64 \cdot 4 \cdot \mathbf{A} \cdot 2^{4(k+2)} \cdot \mathbf{B}^{4(k+2)}\right)
$$

Also note that $\left|\Lambda^{\prime}\right| \leq|\Lambda|+(k+2) i \leq(k+3) s$, hence

$$
F\left(\Lambda^{\prime}\right) \leq\left(\mathbf{C}^{s^{4}}\right)^{(k+3)^{4} s^{4}}=\mathbf{C}^{(k+3)^{4} s^{8}} \leq 2^{2^{s}}
$$

Now, since $s \in \log ^{2}$ the lemma is proved.

Hence by the assumption $\operatorname{HCon}(\alpha)$ there is an $\alpha$-evaluation $q$ on $\Lambda^{\prime}$. Define the evaluation $p$ on $\Lambda$ by

$$
p\left[\varphi\left(a_{1}, \cdots, a_{l}\right)\right]=q\left[\varphi\left(\mathbb{M} \text { ove }\left(a_{1}\right), \cdots, \mathbb{M} \text { ove }\left(a_{l}\right)\right)\right] \text { for any atomic } \varphi
$$

It can be shown that the above equality holds for open formulae $\varphi$ as well.
We show that $p$ satisfies all the available Skolem instances of $\{\exists x \in I \theta(x)\} \cup \alpha$ in $\Lambda$ :

1) $p$ is an $\alpha$-evaluation, since $q$ is so and the operation Move has nothing to do with the Skolem functions of $\alpha$.

For the Skolem instance $\phi\left(t_{1}, f_{1}^{1, j}\left(t_{1}\right), \cdots, t_{k}, f_{k}^{1, j}\left(t_{1}, \ldots, t_{k}\right)\right)$ of an axiom of $\alpha$ :

$$
p\left[\phi\left(t_{1}, f_{1}^{1, j}\left(t_{1}\right), \cdots, t_{k}, f_{k}^{1, j}\left(t_{1}, \ldots, t_{k}\right)\right)\right]=
$$

$$
\begin{aligned}
& q\left[\phi\left(\operatorname{Move}\left(t_{1}\right), \operatorname{Move}\left(f_{1}^{1, j}\left(t_{1}\right)\right), \cdots, \operatorname{Move}\left(t_{k}\right), \operatorname{Move}\left(f_{k}^{1, j}\left(t_{1}, \ldots, t_{k}\right)\right)\right)\right]= \\
& q\left[\phi\left(\operatorname{Move}\left(t_{1}\right), f_{1}^{1, j}\left(\mathbb{M o v e}\left(t_{1}\right)\right), \cdots, \operatorname{Move}\left(t_{k}\right), f_{k}^{1, j}\left(\operatorname{Move}\left(t_{1}, \ldots, t_{k}\right)\right)\right)\right]=1
\end{aligned}
$$

2) $p$ satisfies all the available Skoelm instances of $\exists x \in I \theta(x)$ in $\Lambda$ :
2.1) $p\left[\bar{\Psi}\left(f_{0}^{2}, f_{0}^{1}, t_{1}, \cdots, t_{k}\right)\right]=q\left[\bar{\Psi}\left(\mathbb{M o v e}\left(f_{0}^{2}\right), \mathbb{M}\right.\right.$ ove $\left.\left.\left(f_{0}^{1}\right), \operatorname{Move}\left(t_{1}\right), \cdots, \operatorname{Move}\left(t_{k}\right)\right)\right]=$ $q\left[\bar{\Psi}\left(z_{i}, c_{i}, \operatorname{Move}\left(t_{1}\right), \cdots, \operatorname{Move}\left(t_{k}\right)\right)\right]=1$
since by lemma 3.2.3, $q$ satisfies all the available Skolem instances of $\Psi\left(z_{i}, c_{i}\right)$ then the latter equality holds.
2.2) by lemma 3.1.1 for any term $t$ and any $k \leq i$, if $p\left[t \leq c_{k}\right]=1$ then $p\left[t=c_{j}\right]=1$ for some $j \leq k$. So for evaluating $\theta(x)$ it is enough to consider Skolem instances like $\bar{\theta}\left(f_{0}^{1}, c_{j_{1}}, f_{1}^{1}\left(c_{j_{1}}\right), \cdots, c_{j_{m}}, f_{m}^{1}\left(c_{j_{1}}, \ldots, c_{j_{m}}\right)\right)$ :

$$
\begin{aligned}
& p\left[\bar{\theta}\left(f_{0}^{1}, c_{j_{1}}, f_{1}^{1}\left(c_{j_{1}}\right), \cdots, c_{j_{m}}, f_{m}^{1}\left(c_{j_{1}}, \ldots, c_{j_{m}}\right)\right)\right]= \\
& q\left[\bar{\theta}\left(\operatorname{Move}\left(f_{0}^{1}\right), \operatorname{Move}\left(c_{j_{1}}\right), \operatorname{Move}\left(f_{1}^{1}\left(c_{j_{1}}\right)\right), \cdots, \operatorname{Move}\left(c_{j_{m}}\right), \operatorname{Move}\left(f_{m}^{1}\left(c_{j_{1}}, \ldots, c_{j_{m}}\right)\right)\right)\right]= \\
& q\left[\bar{\theta}\left(c_{i}, c_{j_{1}}, c_{g_{1}\left(j_{1}\right)}, \cdots, c_{j_{m}}, c_{g_{m}\left(j_{1}, \ldots, j_{m}\right)}\right)\right]=1
\end{aligned}
$$

the latter equality holds by $M \models \bar{\theta}\left(i, j_{1}, g_{1}\left(j_{1}\right), \cdots, j_{m}, g_{m}\left(j_{1}, \ldots, j_{m}\right)\right)$ and lemma 3.1.1.

This completes the proof of the proposition.

## Chapter 4

## A Proper Subtheory of $I \Delta_{0}+\Omega_{1}$

The proof of Gdel's Incompleteness Theorem is so simple, and so sneaky, that it is almost embarassing to relate ...

Rucker, Infinity and the Mind

Here we prove proposition 2.4.5.

The crucial part is lemma 4.2.3, for proving which we use some new techniques. In Chapter 3, this had been overcome by accepting two theorems of $I \Delta_{0}$ as axioms, but since here we use the so-called usual axiomatization of $I \Delta_{0}+\Omega$, finding $\mathbf{x}, \mathbf{y}$ (see below) is somehow tricky. (In Chapter 3, they were specified by the Skolem terms of the new axioms.)

Another trick is in showing that $q$ satisfies the available Skolem instances of $\Phi\left(\mathbf{x}, \mathbf{y}, c_{i}\right)$, which was illustrated in Example 2, Chapter 2.

### 4.1 Skolemizing $I \Delta_{0}+\Omega$

Let $\Phi(x, y, i)=\forall j<i\{x \geq(i+1) y+1 \wedge \beta(x, y, 0)=2 \wedge \beta(x, y, j+1)=$ $\left.(\beta(x, y, j))^{2}\right\}$.

We note that the formula $\beta(x, y, 0)=2$ can be written in our language as a $\forall_{1}$-sentence:
$\forall u_{1}, u_{2}, q, q^{\prime}, y^{\prime}, t, r\left[u_{1}=S(0) \wedge u_{2}=S\left(u_{1}\right) \wedge q^{\prime}=S(q) \wedge y^{\prime}=S(y) \wedge t=\right.$ $\left.q^{\prime} \cdot y^{\prime} \wedge x=t+r \wedge r \leq y \longrightarrow r=u_{2}\right]$,
and we can write $\beta(x, y, j+1)=(\beta(x, y, j))^{2}$ as:
$\forall j^{\prime}, j^{\prime \prime}, t_{1}, t_{1}^{\prime}, t_{2}, t_{2}^{\prime}, s_{1}, s_{2}, q_{1}, q_{1}^{\prime}, q_{2}, q_{2}^{\prime}, r_{1}, r_{2}\left[j^{\prime}=S(j) \wedge j^{\prime \prime}=S\left(j^{\prime}\right) \wedge t_{1}=j^{\prime} \cdot y \wedge\right.$ $t_{2}=j^{\prime \prime} \cdot y \wedge t_{1}^{\prime}=S\left(t_{1}\right) \wedge t_{2}^{\prime}=S\left(t_{2}\right) \wedge q_{1}^{\prime}=S\left(q_{1}\right) \wedge q_{2}^{\prime}=S\left(q_{2}\right) \wedge s_{1}=t_{1}^{\prime} \cdot q_{1}^{\prime} \wedge s_{2}=$ $\left.t_{2}^{\prime} \cdot q_{2}^{\prime} \wedge x=s_{1}+r_{1} \wedge x=s_{2}+r_{2} \wedge r_{1} \leq t_{1} \wedge r_{2} \leq t_{2} \longrightarrow r_{2}=r_{1} \cdot r_{1}\right]$.

The formula $\Phi(x, y, i)$ states that $(x, y)$ is a $(\beta)$-code of a sequence whose length is at least $i+1$, and its first term is 2 and every term is the square of its preceding term, c.f. Chapter 3.

Define the cut $I$ as: $x \in I \Longleftrightarrow \exists v \exists w \Phi(v, w, x)$.
(Note that this is equivalent to the corresponding definition in Chapter 3 in the theory $I \Delta_{0}+\Omega$, however we will not use this fact.)

For technical reasons we write the normal form of $\Phi(x, y, i)$ as:
$\forall j<i \forall u_{1}, u_{2}, q, q^{\prime}, y^{\prime}, t, r, q^{\prime \prime}, t^{\prime}, j^{\prime}, j^{\prime \prime}, t_{1}, t_{1}^{\prime}, t_{2}, t_{2}^{\prime}, s_{1}, s_{2}, q_{1}, q_{1}^{\prime}, q_{2}, q_{2}^{\prime}, r_{1}, r_{2}, q_{1}^{\prime \prime}, q_{2}^{\prime \prime}, s_{1}^{\prime}, s_{2}^{\prime}\left\{u_{1}=\right.$ $S(0) \wedge u_{2}=S\left(u_{1}\right) \wedge q^{\prime}=S(q) \wedge y^{\prime}=S(y) \wedge t=y^{\prime} \cdot q \wedge x=t+r \wedge r \leq y \wedge\left[q^{\prime \prime}=\right.$
$\left.S\left(q^{\prime}\right) \wedge t^{\prime}=t+q^{\prime}\right] \wedge j^{\prime}=S(j) \wedge j^{\prime \prime}=S\left(j^{\prime}\right) \wedge t_{1}=j^{\prime} \cdot y \wedge t_{2}=j^{\prime \prime} \cdot y \wedge t_{1}^{\prime}=$ $S\left(t_{1}\right) \wedge t_{2}^{\prime}=S\left(t_{2}\right) \wedge q_{1}^{\prime}=S\left(q_{1}\right) \wedge q_{2}^{\prime}=S\left(q_{2}\right) \wedge s_{1}=t_{1}^{\prime} \cdot q_{1}^{\prime} \wedge s_{2}=t_{2}^{\prime} \cdot q_{2}^{\prime} \wedge\left[q_{1}^{\prime \prime}=\right.$ $\left.S\left(q_{1}^{\prime}\right) \wedge q_{2}^{\prime \prime}=S\left(q_{2}^{\prime}\right) \wedge s_{1}^{\prime}=s_{1}+t_{1}^{\prime} \wedge s_{2}^{\prime}=t_{2}+t_{2}^{\prime}\right] \wedge x=s_{1}+r_{1} \wedge r_{1} \leq t_{1} \wedge x=$ $\left.s_{2}+r_{2} \wedge r_{2} \leq t_{2} \longrightarrow r=u_{2} \wedge r_{2}=r_{1} \cdot r_{1}\right\}$.

The open part of this rather long formula presents that:

- $u_{1}=1$ and $u_{2}=2$.
- if $x=(y+1)(q+1)+r$ and $r \leq y$ then $r=u_{2}(=2)$.
(The term $y+1$ is represented by $y^{\prime}$ and $y^{\prime} \cdot q$ is represented by $t$.)
- if $x=((j+1) y+1)\left(q_{1}+1\right)+r_{1}$ with $r_{1} \leq(j+1) y$ and

$$
x=((j+2) y+1)\left(q_{2}+1\right)+r_{2} \text { with } r_{2} \leq(j+2) y, \text { then } r_{2}=r_{1}^{2} .
$$

(The term $(j+1) y$ is represented by $t_{1}$ and $(j+2) y$ by $t_{2}$, also the variable $s_{1}$ represents $\left(t_{1}+1\right)\left(q_{1}+1\right)$ and $s_{2}$ represents $\left.\left(t_{2}+1\right)\left(q_{2}+1\right).\right)$

The terms in brackets ([ ]) are unnecessary to mention in the formula, but by having them we guarantee the existence of the terms $S\left(q^{\prime}\right), t+y, S\left(q_{1}^{\prime}\right), s_{1}+$ $t_{1}^{\prime}, S\left(q_{2}^{\prime}\right), s_{2}+t_{2}^{\prime}$ which will be used in the proof of lemma 4.2 .3 (c.f. Example 2, Chapter 2.)

Denote the open part of $\Phi$ by $\bar{\Phi}$, so $\Phi(v, w, x)=\forall \mathbf{u} \bar{\Phi}(v, w, x, \mathbf{u})$, in which $\mathbf{u}=\left(u_{1}, \cdots, u_{k}\right)$, for a natural $k$.

An upper bound for a $\beta$-code of $\left\langle 2,2^{2}, 2^{2^{2}}, \cdots, 2^{2^{i}}\right\rangle$ can be like:
$b=i!2^{2^{i}} \leq\left(2^{2^{i}}\right)^{2}$,
$a \leq i \cdot \prod_{1 \leq j \leq i}(j b+1) \cdot\left(2^{2^{i}}+i b+1\right) \leq\left(2^{2^{i}}\right)^{6} \cdot 2^{i 2^{i}} \leq\left[\omega\left(2^{2^{i}}\right)\right]^{7}$. (c.f. Chapter 3.)
So we can show:

Lemma 4.1.1 $I \Delta_{0}+\Omega \vdash \forall z, i\left(z \geq 2^{2^{i}} \rightarrow \exists u, v \Phi(u, v, i)\right)$

Proof. Take $i$ and $z$ such that $z \geq 2^{2^{i}}$. Let $v=i!\cdot 2^{2^{i}}$ (note that it exists since $i!\cdot 2^{2^{i}} \leq\left(2^{2^{i}}\right)^{2} \leq z^{2}$.)

It is easy to see that $(k v+1, l v+1)=1$ for any $k, l \leq i+1$ which $k \neq l$.

We note that $v^{i}$ exists $\left(v^{i} \leq(i!)^{i} \cdot 2^{i 2^{i}} \leq 2^{2^{i}} \cdot \omega\left(2^{2^{i}}\right) \leq z \cdot \omega(z)\right)$ hence $v^{j}$ exists for all $j \leq i$. Also $i^{j}$ exists for $j \leq i$.

Let $d_{j}=2^{j} \cdot i^{j} \cdot v^{j}$. By induction on $j \leq i$ it can be shown that:
$\exists x \leq z^{3} \omega(z)\left[x \leq d_{j} \wedge \forall k<j\{(k+1) v+1 \mid x\}\right]$

For $j=0$ it is trivial, for $j+1$, take an $x$ such that $x \leq d_{j}$ and $\forall k<$ $j\{(k+1) v+1 \mid x\}$, let $y=x \cdot((j+1) v+1)$, then $y \leq x \cdot 2 \cdot j \cdot v \leq d_{j}(2 i v)=d_{j+1}$ and $\forall k<j+1\{(k+1) v+1 \mid x\}$.

Call the corresponding $x$ to $j, l_{j}$ (so, $\forall k<j\left\{(k+1) v+1 \mid l_{j}\right\}$.)

Now, let $a_{0}=2$, and inductively
$a_{k+1}=a_{k}+l_{k} \cdot \operatorname{inv}\left(l_{k},(k+1) b^{\prime}+1\right) \cdot\left[2^{2^{k+1}}+n g t\left(a_{k},(k+1) b^{\prime}+1\right)\right]$,
for $k<i$.

And finally $u=a_{i}$. It can be seen that $\Phi(u, v, i)$ holds.

We note that the order of axioms in (any) axiomatization, from the Her-
brand Consistency viewpoint, is not essentially important. (The only difference it would make is changing of the Skolem function symbols, recall that the function symbols $f_{k}^{i, j}$ were kept for the $j$-th axiom.)

Here our axiomatization will consist of $A 1-A 12$ (introduced in Chapter 3) plus the axioms $A 13-A 25$ below, companied with some of the induction axioms by which $*, * *$ and $* * *$ below can be proven.

Let the 13 -th axiom of $I \Delta_{0}+\Omega$ be

$$
\text { A13. } \forall x \exists y\left(y=x^{2}\right)
$$

Fix the terms $Z_{0}=c_{4}$, and inductively $Z_{j+1}=f_{1}^{1,13}\left(Z_{j}\right)$, for $j \leq i$, where $i \in \log ^{2}$ is given.

Similar to what have been prived in Chapters 2 and 3, it can be shown that the terms $Z_{j}$ can be defined by bounded formulae, and (the code of) the set containing $Z_{j}$ for $j \leq i$ exists.

And fix the axioms

A14. $\forall x, y \exists z " z=x+y "$
A15. $\forall x, y(x \leq y \wedge y \leq x \rightarrow x=y)$
A16. $\forall x, y(x \leq y \vee y \leq x)$

Let $x<y$ abbreviate $x \leq y \wedge \neg y \leq x$.
A17. $\forall x, y, z(x<y \rightarrow x+z<y+z)$
A18. $\forall x, y, z(x \leq y \rightarrow x \cdot z \leq y \cdot z)$

A19. $\forall x, y, x^{\prime}\left(x^{\prime}=S(x) \wedge x<y \rightarrow x^{\prime} \leq y\right)$

A20. $\forall x, y(x+y=y+x)$

A21. $\forall x, y(x+y=x+z \rightarrow y=z)$

A22. $\forall x, y(x \cdot y=y \cdot x)$

A23. $\forall x, y, u, v\left({ }^{\prime} x+y=u " \wedge " x+y=v " \rightarrow u=v\right)$

A24. $\forall x, y, u, v(" x \cdot y=u " \wedge " x \cdot y=v " \rightarrow u=v)$

A25. $\forall x, y \exists z " z=x \cdot y "$

For finding a sufficiently strong fragment of $I \Delta_{0}+\Omega$, we note that the followings are provable in $I \Delta_{0}$ :

* $\operatorname{BME}(\phi)$ (Bounded Maximal Element)
$\forall i, \bar{z}(\exists x \leq i \phi(x, \bar{z}) \rightarrow \exists y \leq i(\phi(y, \bar{z}) \wedge \forall z \leq i(z>y \rightarrow \neg \phi(z, \bar{z}))))$,
for bounded $\phi$.

We are interested in the particular case $\phi(x, u)=2^{2^{x}} \leq u$.
** DIV (Division theorem and its uniqueness)
$\forall x, y \exists q, r(x=q \cdot y+r \wedge r<y)$
$\forall x, y, q, q^{\prime}, r, r^{\prime}\left(x=q \cdot y+r \wedge r<y \wedge x=q^{\prime} \cdot y+r^{\prime} \wedge r^{\prime}<y \rightarrow q=q^{\prime} \wedge r=r^{\prime}\right)$
$* * * \forall x\left(x \leq x^{2}\right)$

Let $D$ be a finite fragment of $I \Delta_{0}+\Omega$ containing $A+A 13-A 25$ such that the lemmas (3.1.1, 4.1.1) as well as $\operatorname{BME}\left(2^{2^{x}} \leq y\right)$ and DIV, also $* * *$ can be
proven in $D$.

### 4.2 The Proof

Let $\alpha$ be a theory extending $D$, and take a model $M \models I \Delta_{0}+\Omega$ such that $M \models H C o n(\alpha)$ and $M \models i \in I \wedge \theta(i)$ for an $i \in M$. Take a set of terms $\Lambda$ such that $F(\Lambda)$ exists and is in $I(M)$, then we find an admissible set of terms $\Lambda^{\prime}$ on which, by the assumption $\operatorname{HCon}(\alpha)$, there is an $\alpha$-evaluation that induces an $(\alpha \cup\{\exists x \in I \theta(x)\})$-evaluation on $\Lambda$. This shows $M \models \operatorname{HCon}_{\alpha}^{*}(\exists x \in I \theta(x))$.

Take $\theta, \bar{\theta}$ and the functions $g_{1}, \cdots, g_{m}$ as in Chapter 3.

Consider the formula
$\exists x \in I \theta(x) \equiv$
$\exists x \exists a, b \forall x_{1} \leq \alpha_{1} \exists y_{1} \leq \beta_{1} \cdots \forall x_{m} \leq \alpha_{m} \exists y_{m} \leq \beta_{m} \forall \mathbf{u}\left\{\bar{\Phi}(a, b, x, \mathbf{u}) \wedge \bar{\theta}\left(x, x_{1}, y_{1}, \cdots, x_{m}, y_{m}\right)\right\}$.
Write its Skolemized form as:

$$
\begin{aligned}
& \forall x_{1} \cdots \forall x_{m} \forall \mathbf{u}\left\{\bar{\Phi}\left(f_{0}^{2}, f_{0}^{3}, f_{0}^{1}, \mathbf{u}\right) \wedge x \leq \alpha_{1}^{\prime \prime} \rightarrow\left[f_{1}^{1}\left(x_{1}\right) \leq \beta_{1}^{\prime \prime} \wedge \cdots\left[x_{m} \leq \alpha_{m}^{\prime \prime} \rightarrow\right.\right.\right. \\
& {\left[f_{m}^{1}\left(x_{1}, \ldots, x_{m}\right)\right.}\left.\left.\left.\left.\leq \beta_{m}^{\prime \prime} \wedge \bar{\theta}\left(f_{0}^{1}, x_{1}, f_{1}^{1}\left(x_{1}\right), \cdots, x_{m}, f_{m}^{1}\left(x_{1}, \ldots, x_{m}\right)\right)\right]\right] \cdots\right]\right\},
\end{aligned}
$$

in which $\left(\alpha_{j}^{\prime \prime}, \beta_{j}^{\prime \prime} ; j \leq m\right)$ is the image of $\left(\alpha_{j}, \beta_{j} ; j \leq m\right)$ under the substitution $\left\{x \mapsto f_{0}^{1}, y_{j} \mapsto f_{j}^{1}\left(x_{1}, \cdots x_{j}\right) ; j \leq m\right\}$.

Assume $\alpha=\left\{T_{1}, \cdots, T_{n}\right\}$, with the Skolem function symbols $\left\{f_{k}^{l, j} \mid 1 \leq\right.$ $j, l \leq n \& k \leq n\}$.

Let $S_{i}^{0}=\left\{c_{0}, \cdots, c_{i}, Z_{0}, \cdots, Z_{i}\right\}$, and inductively

$$
S_{i}^{u+1}=S_{i}^{u} \cup\left\{f_{k}^{l, j}\left(a_{1}, \cdots, a_{j}\right) \mid 1 \leq j, l \leq n \& k \leq n ; a_{1}, \cdots, a_{j} \in S_{i}^{u}\right\}
$$

We note that $w \in S_{i}^{u}$ can be written by a bounded formula (w.r.t $u, i$ and $w$.) We can write this by a bounded formula $\Gamma(w, i, u)$ : (see page 313 of [6] for the notation)
$\operatorname{Term}(w) \wedge \forall y \leq w\left\{\operatorname{SubWB}(y, w) \rightarrow \exists j \leq i(\varphi(j, y) \vee \phi(j, y)) \vee \exists p_{1}, \cdots, p_{n} \leq\right.$ $\left.y \exists j^{\prime}, k^{\prime}, l^{\prime} \leq n\left[y=f_{k^{\prime}}^{l^{\prime}, j^{\prime}}\left(p_{1}, \cdots, p_{k^{\prime}}\right) \wedge S u b W B\left(p_{1}, w\right) \wedge \cdots \wedge S u b W B\left(p_{n}, w\right)\right]\right\} \&$ $\& \forall u \subseteq_{p} w\left(\exists j_{1} \leq i\left(\varphi\left(j_{1}, u\right) \vee \phi\left(j_{1}, u\right)\right) \rightarrow \exists z \subseteq_{p} w\left\{\exists j_{2} \leq i\left(\varphi\left(j_{2}, z\right) \vee \phi\left(j_{2}, z\right)\right) \wedge\right.\right.$ $u \subseteq_{p} z \wedge \exists X \subseteq w\left[l h(X) \leq u \wedge(X)_{0}=w_{0} \wedge \forall x\left(x \in X \rightarrow \exists j, k, l \leq n\left(x=f_{k}^{l, j}\right)\right) \wedge\right.$ $\exists r_{1}, \cdots, r_{n} \leq w\left((X)_{l h(X)-1}\left(r_{1}, \cdots, z, \cdots\right) \subseteq_{p} w\right) \wedge \forall j<\operatorname{lh}(X) \exists p_{1}, \cdots, p_{n} \leq$ $\left.\left.\left.w \exists q_{1}, \cdots, q_{n} \leq w\left\{(X)_{j}\left(q_{1}, \cdots,(X)_{j+1}\left(p_{1}, \ldots\right), \cdots\right) \subseteq_{p} w\right\}\right]\right\}\right)$.
(We note that $x \subseteq_{p} y$ and $x \subseteq y$ are bounded formulae, see [6] page 312.)

The first two lines of this formula says that $w$ is a (closed) term constructed from $\left\{c_{0}, \cdots, c_{i}, z_{0}, \cdots z_{i}\right\}$ (instead of variables.) And the second part guarantees that $w \in S_{i}^{u}$ : the subsequence $X$ is a sequence of Skolem function symbols such that $(X)_{j}\left(q_{1}, \cdots,(X)_{j+1}\left(p_{1}, \ldots\right), \cdots\right) \subseteq_{p} w$, so starting with $z\left[=c_{j_{2}} \vee z_{j_{2}}\right]$, we can write

$$
w=(X)_{0}\left(\cdots,(X)_{\operatorname{lh}(x)-2}\left(\cdots,(X)_{\operatorname{lh}(X)-1}\left(r_{1}, \cdots, z \cdots\right), \cdots\right), \cdots\right)
$$

So, the term $w$ is constructed from $z$ by closing it up to the $\operatorname{lh}(X)$-th fold, note that $\operatorname{lh}(X) \leq u$. If we can find such a $z$ for every $u \subseteq_{p} w$ then we can infer that $w \in S_{i}^{u}$. (Its construction fold is at most u.)

For terms $v, w$ define the operation $\mathbb{M} o v e_{v, w}$ on terms be defined by the
term-rewriting rules:

$$
\begin{aligned}
& -f_{0}^{1} \mapsto c_{i} \\
& -f_{0}^{2} \mapsto v \\
& -f_{0}^{3} \mapsto w \\
& -f_{1}^{1}\left(c_{j}\right) \mapsto c_{g_{1}(j)} \\
& \vdots \\
& -f_{m}^{1}\left(c_{j_{1}}, \cdots, c_{j_{m}}\right) \mapsto c_{g_{m}\left(j_{1}, \cdots, j_{m}\right)}
\end{aligned}
$$

That is the term $f_{0}^{1}$ is mapped (under $\mathbb{M} o v e_{v, w}$ ) to $c_{i}$, the constant $f_{0}^{2}$ is mapped to $v$ and $f_{0}^{3}$ to $w$, also for any $1 \leq t \leq m$ the term $f_{t}^{1}\left(c_{j_{1}}, \cdots, c_{j_{t}}\right)$ is mapped to $c_{g_{t}\left(j_{1}, \cdots, j_{t}\right)}$.

The accurate definition can be written similarly to that of $\mathbb{M}$ ove in Chapter 3. (In a similar way, the definition of $\mathbb{M o v e}_{u, v}$ can be extended to all other terms.)

The operation $\mathbb{M o v e}_{v, w}$ is very similar to Move in Chapter 3, with the difference that we do not know (yet) which terms $v, w$ should be fixed for playing the role of "the $\beta$-code of the sequence $\left\langle Z_{0}, Z_{1}, \cdots, Z_{i}\right\rangle$ ". They $(\mathbf{x}, \mathbf{y})$ are found in lemma 4.2.3 below.

Similar to Chapter 3, we note that $t=\operatorname{Move}_{v, w}(u)$ can be written by a bounded formula w.r.t. $t, u, v$ and $w$.

We assume both (code of) $\Lambda$ and $i$ are non-standard, the other cases are
discussed at the end.

Lemma 4.2.1 1) For $u \leq \frac{1}{n+1} \log ^{2} i$, the set $S_{i}^{u}$ exists (in M.) That is $\exists \Sigma \forall x(x \in \Sigma \leftrightarrow \Gamma(x, i, u))$.
2) For any $v, w \in S_{i}^{u}$ where $u \leq \frac{1}{n+1} \log ^{2}(\min \{\Lambda, i\})$, there is a set $\Lambda_{1}$ (in M) such that $\forall t\left\{t \in \Lambda_{1} \leftrightarrow \exists x \in \Lambda\left[t=\operatorname{Move}_{v, w}(x)\right]\right\}$.

In other words, $\mathbb{M}$ ove $e_{v, w}(\Lambda)=\Lambda_{1}$ exists, when $v, w \in S_{i}^{u}$ for $u \leq \frac{1}{n+1} \log ^{2}(\min \{\Lambda, i\})$.
3) Moreover with the hypothesis of 2) there exists a set $\mathcal{B}_{i}^{j}$ with the property that $\forall x\left\{x \in \mathcal{B}_{i}^{j} \leftrightarrow \exists v, w, t\left[\Gamma(v, i, j) \wedge \Gamma(w, i, j) \wedge t \in \Lambda^{"} x=\mathbb{M}^{\prime} o v e_{v, w}(t) "\right]\right\}$.
(Informally speaking, $\mathcal{B}_{i}^{j}=\bigcup_{v, w \in S_{i}^{j}} \mathbb{M o v e} e_{v, w}(\Lambda)$. )

Proof. 1) By an argument similar to lemma 2.3.1 in Chapter 2 and the proof of lemma 3.3.2 in Chapter 4 , it can be shown that there is a natural $\mathbf{D}$ such that $c_{j}, Z_{j}, U_{j} \leq \mathbf{D}^{j^{2}}$ for any $j \geq 1$, with $j \leq i$.

Let $\mathbf{L}=64^{n} \cdot \operatorname{code}\left(f_{n}^{n, n}\right) \cdot \operatorname{code}("(") \cdot \operatorname{code}(") ")$. (We may assume that $\operatorname{code}\left(f_{n}^{n, n}\right)$ is the maximum of $\left\{\operatorname{code}\left(f_{k}^{l, j} \mid 1 \leq j, l \leq n \& k \leq n\right)\right\}$.)

Note that since $u \leq \frac{1}{n+1} \log ^{2}(\min \{\Lambda, i\})$, the value $C(u, i)$ exists.
By induction on $j \leq u$ it can be shown that

$$
\exists \Sigma \leq C(u, i)[\Sigma \leq C(j, i) \wedge \forall x\{x \in \Sigma \leftrightarrow \Gamma(x, i, j)\}] .
$$

(We note that all the quantifiers of the explicit form of the above formula can be bounded by $C(u, i)$.)

We briefly sketch the induction step: intuitively (informally) the number of $x$ 's satisfying $\Gamma(x, j+1, i)$ are $\leq n^{3}\left|S_{i}^{j}\right|+n^{3}\left|S_{i}^{j}\right|+n^{3}\left|S_{i}^{j}\right|^{2}+\cdots+n^{3}\left|S_{i}^{j}\right|^{n} \leq$ $n^{3}\left|S_{i}^{j}\right|^{n+1}$, and also those $x$ 's are $\leq \mathbf{L} \cdot\left[\max \left(S_{i}^{j}\right)\right]^{n}$.

If we add more information about $S_{i}^{j}$ to the induction hypothesis, namely $\max \left(S_{i}^{j}\right) \leq \mathbf{L}^{j} \cdot\left(\mathbf{D}^{i^{2}}\right)^{n^{j}}$, and $\left|S_{i}^{j}\right| \leq n^{3\left(\frac{(n+1)^{j}-1}{n}\right)}(2 i)^{(n+1)^{j}}$, then we conclude the existence of $S_{i}^{j+1}$ as follows:

$$
\text { Put } \mathcal{A}_{i}^{j}=\overbrace{S_{i}^{j} \cup S_{i}^{j} \times S_{i}^{j} \cup \cdots \cup \underbrace{S_{i}^{j} \times \ldots \times S_{i}^{j}}_{n-\text { times }}}^{n \text {-times } \cup} \text {. }
$$

We have $\left\langle x_{1}, \cdots, x_{m}\right\rangle \leq\left(2^{m}+1\right) u^{2^{m}}+1$, for $x_{1}, \cdots, x_{m} \leq u(m \in \mathbb{N})$.
So, $\max \left(\mathcal{A}_{i}^{j}\right) \leq\left(2^{m}+2\right)\left(\max \left(S_{i}^{j}\right)\right)^{2^{m}} \leq\left(2^{m}+2\right)\left(\mathbf{L}^{j} \mathbf{D}^{i^{2} n^{j}}\right)^{2^{m}}$.
Now let the bounded formula $\varphi(x, y)$ be $\bigvee_{m \leq n}\left[\exists x_{1}, \cdots, x_{m}\left\{x=\left\langle x_{1}, \cdots, x_{m}\right\rangle \wedge\right.\right.$ $\left.\left.\bigwedge_{k \leq m} \Gamma\left(x_{k}, i, j\right)\right\} \rightarrow\left(\Gamma(y, i, j) \vee \bigvee_{1 \leq l, s \leq n, t \leq n} y=f_{t}^{l, s}\left(x_{1}, \cdots, x_{m}\right)\right)\right]$.
[The intentional meaning of $\varphi(x, y)$ is $x \in \mathcal{A}_{i}^{j} \rightarrow y \in S_{i}^{j+1}$.]

So, we have $\forall w \leq\left(2^{m}+2\right)\left(\mathbf{L}^{j} \mathbf{D}^{i^{2} n^{j}}\right)^{2^{m}} \exists v \leq \mathbf{L} \cdot\left[\mathbf{L}^{j} \cdot\left(\mathbf{D}^{i^{2}}\right)^{n^{j}}\right]^{n} \varphi(w, v)$.
Hence the existence of $S_{i}^{j+1}$ follows from II) in page 19; and by I) in the same page, we can write:

$$
S_{i}^{j+1} \leq\left(2^{6}\left(\max \left(S_{i}^{j+1}\right)\right)^{2}\right)^{\left|S_{i}^{j+1}\right|} \leq\left(2^{6}\left(\mathbf{L} \cdot\left[\max \left(S_{i}^{j}\right)\right]^{n}\right)^{2}\right)^{n^{3}\left|S_{i}^{j}\right|^{n+1} \leq C(j+1, i) . ~}
$$

2) For $v, w \in S_{i}^{u}$ and $y \in \Lambda,\left(\max \left(S_{i}^{u}\right)\right)^{\text {c } \log (t)} \leq\left(\mathbf{L}^{u} \mathbf{D}^{i^{2} n^{u}}\right)^{\mathbf{c} \Lambda}$ exists, so $\mathbb{M o v e}_{v, w}(t)$ exists by 5 ) in page 18.

Since also $\left(\left(\mathbf{L}^{u} \mathbf{D}^{i^{2} n^{u}}\right)^{\mathbf{c} \Lambda}+2\right)^{|\Lambda|}$ exists [ here the fact $u \leq \frac{1}{n+1} \log ^{2}(\min \{\Lambda, i\})$ is used ] then by II) in page $19, \operatorname{Move}_{v, w}(\Lambda)$ exists.
3) In the upper bound $\left(\mathbf{L}^{u} \mathbf{D}^{i^{2} n^{u}}\right)^{\mathbf{c \Lambda}}$ for $\mathbb{M}$ ove $e_{v, w}(t)$ given above, $v$ and $w$ do not appear. So, this bound is uniform on $S_{i}^{u}$. Hence we have

$$
\forall v, w \in S_{i}^{j} \forall t \in \Lambda \exists x \leq\left(\mathbf{L}^{u} \mathbf{D}^{i^{2} n^{u}}\right)^{\mathbf{c \Lambda}}\left[x=\mathbb{M} \text { ove } e_{v, w}(t)\right]
$$

Now, with an argument very similar to that of 1) by using II) page 19, we can conclude the existence of $\mathcal{B}_{i}^{j}$ having the property $\forall x\left\{x \in \mathcal{B}_{i}^{j} \leftrightarrow\right.$ $\left.\exists v, w, t\left[v, w \in S_{i}^{j} \wedge t \in \Lambda " x=\mathbb{M o v e}_{v, w}(t) "\right]\right\}$.

Also by I) page 19, we can have an upper bound for its code:

$$
\begin{aligned}
& \mathcal{B}_{i}^{j} \leq 4 \cdot 2^{8\left|\mathcal{B}_{i}^{j}\right|} \cdot\left(\max \left(\mathcal{B}_{i}^{j}\right)\right)^{2 \mid \mathcal{B}_{i}^{j}} \leq 4 \cdot 2^{8|\Lambda|\left|S_{i}^{u}\right|^{2}} \cdot\left(\mathbf{L}^{u} \mathbf{D}^{i^{2} n^{u}}\right)^{2 \mathbf{c} \Lambda|\Lambda|\left|S_{i}^{u}\right|^{2}} \leq \\
& \leq 4 \cdot 2^{8 \Lambda\left(n^{3\left(\frac{(n+1)^{u}-1}{n}\right)}(2 i)^{(n+1)^{u}}\right)^{2}}\left(\mathbf{L}^{u} \mathbf{D}^{i^{2} n^{u}}\right)^{2 \mathbf{c} \Lambda^{2}\left(n^{3\left(\frac{(n+1)^{u}-1}{n}\right)}(2 i)^{(n+1)^{u}}\right)^{2}} .
\end{aligned}
$$

Lemma 4.2.2 For non-standard $i$ and (the code of) $\Lambda$, there is a non-standard $j$ such that $S_{i}^{j} \cup \mathcal{B}_{i}^{j}$ is admissible.

Proof. Take a non-standard $j \leq \frac{1}{n+1} \log ^{2}(\min \{\Lambda, i\})$. So, by III) in page 19, we have $S_{i}^{j} \cup \mathcal{B}_{i}^{j} \leq 64 \cdot S_{i}^{j} \cdot \mathcal{B}_{i}^{j} \leq$

$$
\leq 64 \cdot C(j, i) \cdot 4 \cdot 2^{8 \Lambda\left(n^{3\left(\frac{(n+1)^{j}-1}{n}\right)}(2 i)^{(n+1)^{j}}\right)^{2}}\left(\mathbf{L}^{j} \mathbf{D}^{i^{2} n^{j}}\right)^{2 \mathbf{c} \Lambda^{2}\left(n^{3\left(\frac{(n+1)^{j}-1}{n}\right)}(2 i)^{(n+1)^{j}}\right)^{2}}
$$

It can be seen that the $F$ of the right-hand-side of the above inequality exists, for any $j$ with $j \leq \frac{1}{n+1} \log ^{2}(\min \{\Lambda, i\})$.

Let $\Lambda^{\prime}=S_{i}^{j} \cup \mathcal{B}_{i}^{j}$ for a non-standard $j \leq \frac{1}{n+1} \log ^{2}(\min \{\Lambda, i\})$ (see the previous lemma.)

Hence by the assumption $\operatorname{HCon}(\alpha)$ (since $\Lambda^{\prime}$ is admissible) there is an $\alpha$-evaluation $q$ on $\Lambda^{\prime}$.

In particular $q$ is defined on $K^{\prime}=\bigcup_{k \in \mathbb{N}} S_{i}^{k}$.

Define the equivalence relation $\sim$ on $K^{\prime}$ by $x \sim y \Longleftrightarrow q[x=y]=1$,
and let $K=\left\{[a] \mid a \in K^{\prime}\right\}$.

It turns out that $K \models \alpha$ with the interpretation induced from $q$ (by the definition $K \models \phi\left(a_{1}, \cdots, a_{l}\right)$ if $M \models$ " $q\left[\phi\left(a_{1}, \cdots, a_{l}\right)\right]=1$ ", c.f. Chapter 2.)

Lemma 4.2.3 There are $\mathbf{x}, \mathbf{y} \in K^{\prime}$ such that $K \models \Phi\left([\mathbf{x}],[\mathbf{y}],\left[c_{i}\right]\right)$ and the evaluation $q$ satisfies all available Skolem instances of $\Phi\left(\mathbf{x}, \mathbf{y}, c_{i}\right)$ in $\Lambda^{\prime}$.

Proof. (c.f. proof of lemma 4.5 in [1]). Let $k$ be the maximum $l \in K$ such that $K \models l \leq\left[c_{i}\right] \wedge 2^{2^{l}} \leq\left[Z_{i}\right]$ (by $\operatorname{BME}\left(2^{2^{x}} \leq y\right)$ such a $k$ exists). So the sequence $\left\langle 2,2^{2}, \cdots, 2^{2^{k}}\right\rangle$ has a $\beta$-code in $K$. (By the lemma 4.1.1, $K \models$ "a $\beta$ - code of $\left\langle 2^{2}, 2^{2^{2}}, \cdots, 2^{2^{2^{k}}}\right\rangle " \leq\left\{\omega\left(\left[Z_{i}\right]\right)\right\}^{7}$.)

We show $K \models k=\left[c_{i}\right]$.

Suppose $\langle a, b\rangle$ is a $\beta$-code of the above sequence in $K$. Write $a=[\mathbf{x}]$ and $b=[\mathbf{y}]$ for $\mathbf{x}, \mathbf{y} \in S_{i}^{n_{0}}$ for a natural $n_{0}$.

By lemma 2.2.1, since $\alpha \vdash \forall x, y \exists s, r(x>y \rightarrow x=y(s+1)+r \wedge r<y)$, we have $M \models \forall j \leq i \exists s, r " q\left[\mathbf{x}=(s+1)\left(\mathbf{y} c_{j+1}+1\right)+r \wedge r \leq \mathbf{y} c_{j+1}\right]=1$ ".

Let the corresponding $s, r$ for $j$ be $q_{j}, r_{j}$.
(That is $M \models " q\left[\mathbf{x}=\left(q_{j}+1\right)\left(\mathbf{y} c_{j+1}+1\right)+r_{j} \wedge r_{j} \leq \mathbf{y} c_{j+1}\right]=1 "$.)

Moreover since $a^{\prime}, b^{\prime} \in S_{i}^{n_{0}}$ and $c_{j+1} \in S_{i}^{1}$ for $j \leq i$, then $q_{j}, r_{j}$ can be chosen such that $q_{j}, r_{j} \in S_{i}^{n_{0}+n_{1}}$ for a natural $n_{1}$ (given by lemma 2.2.1. Note that by $A 14$ and $A 15$, if $c, d \in S_{i}^{l}$ then $c+d, c \cdot d \in S_{i}^{l+1}$.)

Hence $\left\langle q_{j}, r_{j} ; j \leq i\right\rangle$ is $\Delta_{0}$-definable in $M$.

So $q\left[\mathbf{x}=\left(q_{j}+1\right)\left(\mathbf{y} c_{j+1}+1\right)+r_{j} \wedge r_{j} \leq \mathbf{y} c_{j+1}\right]=1$, and then
$K \models a=\left(\left[q_{j}\right]+1\right)\left(b\left[c_{j+1}\right]+1\right)+\left[r_{j}\right] \wedge\left[r_{j}\right] \leq b\left[c_{j+1}\right]$.
By induction on $j \leq k$ (in $M$ ) we show $M \models " q\left[r_{j}=Z_{j}\right]=1$ ":

For $j=0$, since $K \models\left[Z_{0}\right]=c_{2}=\left[r_{0}\right]$ (by the uniqueness of the division theorem) then $q\left[r_{0}=c_{2}=Z_{0}\right]=1$.

For $j+1$, we have $K \models\left[Z_{j+1}\right]=\left(\left[Z_{j}\right]\right)^{2}$, by the definition of $Z^{\prime} \mathrm{s}$, and since by the induction hypothesis $q\left[r_{j}=Z_{j}\right]=1$ then $K \models\left[r_{j}\right]=\left[Z_{j}\right]$ so $K \models\left[Z_{j+1}\right]=\left(\left[Z_{j}\right]\right)^{2}=\left(\left[r_{j}\right]\right)^{2}=\left[r_{j+1}\right]$, hence $q\left[Z_{j+1}=r_{j+1}\right]=1$.

In particular $K \models\left[r_{k}\right]=\left[Z_{k}\right]$, we also note that $K \models 2^{2^{k}}=\left[r_{k}\right]$ by the definition of $r_{k}$.

Now if $K \models k<\left[c_{i}\right]$, then $K \models k+1 \leq\left[c_{i}\right]$, so
$K \models 2^{2^{k+1}}=\left(2^{2^{k}}\right)^{2}=\left(\left[r_{k}\right]\right)^{2}=\left(\left[Z_{k}\right]\right)^{2}=\left[Z_{k+1}\right] \leq\left[Z_{i}\right]$, contradiction by the choice of $k$.
(We note that $G \vdash \forall x\left(x \leq x^{2}\right)$.)

So $K \models k=\left[c_{i}\right]$ and $K \models \Phi\left([\mathbf{x}],[\mathbf{y}],\left[c_{i}\right]\right)$.
Let $q_{k}^{\prime}=f_{1}^{1,1}\left(q_{k}\right)$.

Thus $q$ satisfies
$q_{k}^{\prime}=S\left(q_{k}\right) \wedge \mathbf{x}=q_{k}^{\prime} \cdot S\left(S\left(c_{k}\right) \cdot \mathbf{y}\right)+r_{k} \wedge r_{k} \leq S\left(c_{k}\right) \cdot \mathbf{y}$
and $r_{k+1}=r_{k} \cdot r_{k}$, for any $k<i$.

So for showing that $q$ satisfies $\Phi\left([\mathbf{x}],[\mathbf{y}],\left[c_{i}\right]\right)$ it is enough to show that for any terms $Q, Q^{\prime}, Q^{\prime \prime}, R, T, T^{\prime}, S, S^{\prime}$ in $\Lambda^{\prime}$ :
if $q$ satisfies $Q^{\prime}=S(Q) \wedge Q^{\prime \prime}=S\left(Q^{\prime}\right) \wedge T=c_{k+1} \cdot \mathbf{y} \wedge T^{\prime}=S(T) \wedge S=$ $Q^{\prime} \cdot T^{\prime} \wedge \mathbf{x}=S+R \wedge R \leq T \wedge S^{\prime}=S+T^{\prime}$ then $q\left[Q^{\prime}=q_{k} \wedge R=r_{k}\right]=1$.
(We note that the conjunction of all that formulae means $\mathbf{x}=\left(\left(c_{k}+1\right) \mathbf{y}+\right.$ 1) $\left.(Q+1)+R \wedge R \leq\left(c_{k}+1\right) \mathbf{y}.\right)$

Or in other words $q$ satisfies the uniqueness in the division theorem, since $q$ already makes $\mathbf{x}=q_{k}\left(\left(c_{k}+1\right) \mathbf{y}+1\right)+r_{k+1} \wedge r_{k} \leq\left(c_{k}+1\right) \mathbf{y}$ true.
[In this part of the proof, like in the Example 2 of Chapter2, we use the existence of the terms $Q^{\prime \prime}, f_{1}^{1,1}\left(q_{k}^{\prime}\right)\left(=S\left(q_{k}^{\prime}\right)\right), S^{\prime}$ and $q_{k}^{\prime} \cdot T^{\prime}+T^{\prime}$.]

If $q\left[q_{k}^{\prime}=Q^{\prime}\right]=0$ then either $q\left[f_{1}^{1,1}\left(q_{k}^{\prime}\right) \leq Q^{\prime}\right]=1$ or $q\left[Q^{\prime \prime} \leq q_{k}^{\prime}\right]=1$ by $A 19$ (note that $f_{1}^{1,1}\left(q_{k}^{\prime}\right) \in K^{\prime}$ )
case 1) $q\left[Q^{\prime \prime} \leq q_{k}^{\prime}\right]=1$,
we have $q\left[T<T^{\prime}\right]=1$ by $A 7$ and $A 12$, so $q\left[R<T^{\prime}\right]=1$ by $A 4$ and $A 12$, hence $q\left[\mathbf{x}<S^{\prime}\right]=1$ by $A 17$, also $q\left[S^{\prime}=Q^{\prime \prime} \cdot T^{\prime}\right]=1$ by $A 11, q\left[S^{\prime} \leq q_{k}^{\prime} \cdot T^{\prime}\right]=1$ by $A 8$, and $q\left[q_{k}^{\prime} \cdot T^{\prime} \leq \mathbf{x}\right]=1$ by $A 18$ and $A 22$, so $q[\mathbf{x}<\mathbf{x}]=1$ by $A 4$, and this is contradiction by $A 3$.
case 2) $q\left[f_{1}^{1,1}\left(q_{k}^{\prime}\right) \leq Q^{\prime}\right]=1$,
similarly $q\left[r_{k}<T^{\prime}\right]=1$, so $q$ satisfies $\mathbf{x}<q_{k}^{\prime} \cdot T^{\prime}+T^{\prime}=T^{\prime} \cdot f_{1}^{1,1}\left(q_{k}^{\prime}\right) \leq$ $Q^{\prime} \cdot T^{\prime} \leq Q^{\prime} \cdot T^{\prime}+R=\mathbf{x}$, which leads to contradiction.

So, $q\left[q_{k}^{\prime}=Q^{\prime}\right]=1$ hence $q\left[r_{k}=R\right]=1$.

Fixing the terms $\mathbf{x}, \mathbf{y}$ as in the above lemma, define the evaluation $p$ on $\Lambda$ by $p\left[\varphi\left(a_{1}, \cdots, a_{l}\right)\right]=q\left[\varphi\left(\operatorname{Move}_{\mathbf{x}, \mathbf{y}}\left(a_{1}\right), \cdots, \mathbb{M o v e}_{\mathbf{x}, \mathbf{y}}\left(a_{l}\right)\right)\right]$ for any atomic $\varphi$.

It can be shown that the above equality holds for open formulae $\varphi$ as well.

We show that $p$ satisfies all the available Skolem instances of $\alpha \cup\{\exists x \in I \theta(x)\}$ in $\Lambda$ :

1) $p$ is an $\alpha$-evaluation, since $q$ is so and the operation $\mathbb{M}$ ove has nothing to do with the Skolem functions of $\alpha$.

For the Skoelm instance $\phi\left(t_{1}, f_{1}^{1, j}\left(t_{1}\right), \cdots, t_{k}, f_{k}^{1, j}\left(t_{1}, \ldots, t_{k}\right)\right)$ of the $j$-th axiom of $\alpha, p\left[\phi\left(t_{1}, f_{1}^{1, j}\left(t_{1}\right), \cdots, t_{k}, f_{k}^{1, j}\left(t_{1}, \ldots, t_{k}\right)\right)\right]=$ $q\left[\phi\left(\mathbb{M o v e}_{\mathbf{x}, \mathbf{y}}\left(t_{1}\right), \operatorname{Move}_{\mathbf{x}, \mathbf{y}}\left(f_{1}^{1, j}\left(t_{1}\right)\right), \cdots, \operatorname{Move}_{\mathbf{x}, \mathbf{y}}\left(t_{k}\right), \operatorname{Move}_{\mathbf{x}, \mathbf{y}}\left(f_{k}^{1, j}\left(t_{1}, \ldots, t_{k}\right)\right)\right)\right]=$ $q\left[\phi\left(\mathbb{M o v e}_{\mathbf{x}, \mathbf{y}}\left(t_{1}\right), f_{1}^{1, j}\left(\operatorname{Move}_{\mathbf{x}, \mathbf{y}}\left(t_{1}\right)\right), \cdots, \operatorname{Move}_{\mathbf{x}, \mathbf{y}}\left(t_{k}\right), f_{k}^{1, j}\left(\mathbb{M o v e} e_{\mathbf{x}, \mathbf{y}}\left(t_{1}, \ldots, t_{k}\right)\right)\right)\right]=1$.
2) $p$ satisfies all the available Skoelm instances of $\exists x \in I \theta(x)$ in $\Lambda$ :
2.1) $p\left[\bar{\Phi}\left(f_{0}^{2}, f_{0}^{3}, f_{0}^{1}, t_{1}, \cdots, t_{k}\right)\right]=$
$q\left[\bar{\Phi}\left(\mathbb{M o v e}_{\mathbf{x}, \mathbf{y}}\left(f_{0}^{2}\right), \mathbb{M o v e}_{\mathbf{x}, \mathbf{y}}\left(f_{0}^{3}\right), \mathbb{M o v e}_{\mathbf{x}, \mathbf{y}}\left(f_{0}^{1}\right), \operatorname{Move}_{\mathbf{x}, \mathbf{y}}\left(t_{1}\right), \cdots, \operatorname{Move}_{\mathbf{x}, \mathbf{y}}\left(t_{k}\right)\right)\right]=$ $q\left[\Phi\left(\mathbf{x}, \mathbf{y}, c_{i}, \operatorname{Move}_{\mathbf{x}, \mathbf{y}}\left(t_{1}\right), \cdots, \operatorname{Move}_{\mathbf{x}, \mathbf{y}}\left(t_{k}\right)\right)\right]=1$
since by lemma 4.2.3, $q$ satisfies all the available Skolem instances of $\Phi\left(\mathbf{x}, \mathbf{y}, c_{i}\right)$ in $\mathbb{M o v e}_{\mathbf{x}, \mathbf{y}}(\Lambda)$ then the latter equality holds.
2.2) by lemma 3.1 .1 for any term $t$ and any $k \leq i$, if $p\left[t \leq c_{k}\right]=1$ then $p\left[t=c_{j}\right]=1$ for some $j \leq k$. So for evaluating $\theta(x)$ it is enough to consider Skolem instances like $\bar{\theta}\left(f_{0}^{1}, c_{j_{1}}, f_{1}^{1}\left(c_{j_{1}}\right), \cdots, c_{j_{m}}, f_{m}^{1}\left(c_{j_{1}}, \ldots, c_{j_{m}}\right)\right)$ :
$p\left[\bar{\theta}\left(f_{0}^{1}, c_{j_{1}}, f_{1}^{1}\left(c_{j_{1}}\right), \cdots, c_{j_{m}}, f_{m}^{1}\left(c_{j_{1}}, \ldots, c_{j_{m}}\right)\right)\right]=$ $q\left[\bar{\theta}\left(\mathbb{M o v e}_{\mathbf{x}, \mathbf{y}}\left(f_{0}^{1}\right), \mathbb{M o v e}_{\mathbf{x}, \mathbf{y}}\left(c_{j_{1}}\right), \mathbb{M o v e}_{\mathbf{x}, \mathbf{y}}\left(f_{1}^{1}\left(c_{j_{1}}\right)\right), \cdots, \mathbb{M o v e}_{\mathbf{x}, \mathbf{y}}\left(c_{j_{m}}\right), \mathbb{M o v e}_{\mathbf{x}, \mathbf{y}}\left(f_{m}^{1}\left(c_{j_{1}}, \ldots, c_{j_{m}}\right)\right)\right)\right]=$
$q\left[\bar{\theta}\left(c_{i}, c_{j_{1}}, c_{g_{1}\left(j_{1}\right)}, \cdots, c_{j_{m}}, c_{g_{m}\left(j_{1}, \ldots, j_{m}\right)}\right)\right]=1$
the latter equality holds by $M \models \bar{\theta}\left(i, j_{1}, g_{1}\left(j_{1}\right), \cdots, j_{m}, g_{m}\left(j_{1}, \ldots, j_{m}\right)\right)$ and lemma 3.1.1.

The assumption "(the code of) $\Lambda$ and $i$ are non-standard" is used (only) in Lemma 4.2.2. If one of them is standard (and the other one non-standard) then a very similar argument (with the $j \leq \frac{1}{n+1} \log ^{2}(\max \{\Lambda, i\})$ ) can show admissibility of $\Lambda^{\prime}=S_{i}^{j} \cup \mathcal{B}_{i}^{j}$.

If both $\Lambda$ and $i$ are standard, we note that in the standard model $\mathbb{N}$, the proposition $H \operatorname{Con}(\alpha) \wedge \exists x \in I \theta(x) \rightarrow \operatorname{HCon}_{\alpha}^{*}(" \exists x \in I \theta(x)$ ") is satisfied, and in a non-standard model (say $M$ ) any non-standard $j \in \log ^{3}(M)$ does the job (i.e. $S_{i}^{j} \cup \mathcal{B}_{i}^{j}$ is admissible.)

This, proves the proposition.

## Chapter 5

## Relations to Earlier Results

And [Godel's Second Incompleteness Theorem] has been taken to imply that you'll never entirely understand yourself, since your mind, like any other closed system, can only be sure of what it knows about itself by relying on what it knows about itself. Jones and Wilson, An Incomplete Education

### 5.1 A Solution to Adamowicz \& Zbierski's Probelm

Adamowicz and Zbierski [1] code Skolem terms in a completely different way (see [1]) and define evaluations on special set of terms, sets like $\left[0, l_{i}\right)=\{a \mid a<$ $\left.l_{i}\right\}$ for an $i \in \log ^{3}$, where $l_{i}$ is a $I \Delta_{0}$-definable function on (its domain) the cut
$l o g^{2}$. And Herbrand Consistency of a theory $T$ is defined as:
"For any $i \in \log ^{3}$ there is an $T$-evaluation on $\left[0, l_{i}\right)$ ".
There, code of an evaluation on $\left[0, l_{i}\right)$ is roughly bonded by $2^{2 l_{i}^{3}+3 l_{i}^{2}}$, and since $l_{i} \leq 2^{2^{i}}$ then, in presence of $\Omega_{2}, 2^{2 l_{i}^{3}+3 l_{i}^{2}}$ exists for $i \in l o g^{3}$, so all the possible evaluations on $\left[0, l_{i}\right)$ are available.

Satisfaction of a formula by an evaluation is defined by an entirely modeltheoretic way (denoted by $p \Vdash \phi$.) Every set like $\left[0, l_{i}\right)$ is a Skolem hull of a theory $T$ and evaluations are estimations of a (potential) Herbrand model.

In [1] the authors ask:

Assume $p \Vdash \varphi$ for a $T$-evaluation $p$ on $\left[0, l_{i}\right)$. Does there exist an evaluation $q$ on $\left[0, l_{j}\right)$, where $j<i$, such that $q \Vdash \neg \varphi$ ?

Now we give a negative answer by Example 1.

First we note that, for any $i$ and $p$ an evaluation on $\left[0, l_{i}\right)$ :

- for $\forall_{1}$-formula $\forall x A(x), p \Vdash \forall x A(x)$ iff for all $a<l_{i-1}, p[A(a)]=1$; and
- for $\exists_{1}$-formula $\exists x B(x), \quad p \Vdash \exists x B(x)$ iff there is a $b<l_{m+2}$ such that $p[B(b)]=1$, where $m$ is the code of $\exists x B(x)$.

Take an arbitrary $i \in \log ^{3}$ and define the evaluation $p$ on $E_{i}$ by $\{\phi \mid p[\phi]=$ $1\}=\left\{F(x, y) \mid x<l_{i-1}\right.$ and $y=S_{1}^{k, 1}(x)$ for a $\left.k \leq i\right\} \cup\{G(x, y) \mid x<$ $l_{i-1}$ and $y=S_{1}^{k, 2}(x)$ for a $\left.k \leq i\right\} \cup\left\{R(x) \mid x<l_{i-2}\right\} \cup\left\{S(x) \mid l_{i-1} \leq x<l_{i}\right\}$.

Let $\varphi=\forall x R(x)$, so $p$ is an $E$-evaluation such that $p \nvdash \varphi$.

Let $n$ be the code of $\neg \varphi=\exists x \neg R(x)$, we claim that for any $j \geq n+4$ there is no $E$-evaluation on $\left[0, l_{j}\right)$ which forces (satisfies) $\varphi$.

Assume $q$ is an $E$-evaluation on $\left[0, l_{j}\right)$ such that $q \Vdash \neg \varphi$, so there is a $b<l_{n+2}$ such that $q[R(b)]=0$, then since $S_{1}^{j, 1}(b)<l_{n+3}<l_{j}$ we have $q\left[F\left(b, S_{1}^{j, 1}(b)\right)\right]=1$ by $A 1$, then $q\left[R(b) \vee S\left(S_{1}^{j, 1}(b)\right)\right]=1$ by $A 3$, and so by the assumption we get $q\left[S\left(S_{1}^{j, 1}(b)\right)\right]=1$, also $S_{1}^{j, 2}\left(S_{1}^{j, 1}(b)\right)<l_{n+4} \leq l_{j}$, then by $A 2$ we have $q\left[G\left(S_{1}^{j, 1}(b), S_{1}^{j, 2}\left(S_{1}^{j, 1}(b)\right)\right)\right]=1$, so $q\left[S\left(S_{1}^{j, 1}(b)\right)\right]=0$ by $A 4$, and this is a contradiction. So there is no such a $q$.

This, for $n+4 \leq j<i$, gives a negative answer to Adamowicz and Zbierski's question. We note that the question is interesting (and makes sense) when $i$ and $j$ are taken to be non-standard.

### 5.2 A Generalization of Adamowicz's Theorem

In the rest of this Chapter, we show Godel's Second Incompleteness Theorem for Herbrand Consistency of $I \Delta_{0}+\Omega_{1}$, by use of Adamowicz's theorem.

In [2] Adamowicz has shown that:

Proposition 5.2.1 There is a bounded formula $\theta_{0}(x)$ such that

$$
I \Delta_{0}+\Omega_{1}+\exists x \in \log ^{2} \theta_{0}(x) \quad \text { is consistent }
$$

but $\quad I \Delta_{0}+\Omega_{1}+\exists x \in \log ^{3} \theta_{0}(x) \quad$ is inconsistent.

So we can get the following corollary

Corollary 5.2.2 There is a finite fragment of $I \Delta_{0}+\Omega_{1}$, say $G_{1}$, and a bounded formula $\theta_{0}(x)$ such that for any finite theory $\alpha \subseteq I \Delta_{0}+\Omega_{1}$ extending $G_{1}$,

$$
\begin{aligned}
& \alpha+\exists x \in \log ^{3} \theta_{0}(x) \quad \text { is inconsistent, } \\
& \text { but } \quad \alpha+\exists x \in \log ^{2} \theta_{0}(x) \quad \text { is consistent. }
\end{aligned}
$$

We prove the following:

## Proposition 5.2.3 There is a fragment of $I \Delta_{0}+\Omega_{1}$, say $G$, such that for any

 finite theory $\alpha$ extending $G$, and for any bounded formula $\theta(x)$,if $\alpha+\exists x \in \log ^{2} \theta(x)+H C o n(\alpha)$ is consistent, then $\alpha+\exists x \in \log ^{3} \theta(x)$ is consistent too.

Then, similar to [2] we get

Theorem 5.2.4 There is a finite fragment $G \cup G_{1}$ of $I \Delta_{0}+\Omega_{1}$ such that for any finite theory $\alpha \subseteq I \Delta_{0}+\Omega_{1}$ extending $G \cup G_{1}$, we have $\alpha \nvdash \operatorname{HCon}(\alpha)$.

Proof. If $\alpha+\exists x \in \log ^{2} \theta_{0}(x)+H C o n(\alpha)$ were consistent, then $\alpha+\exists x \in$ $\log ^{3} \theta_{0}(x)$ would be consistent by theorem 5.2.3, but this is contradiction by corollary 5.2.2. So $\alpha+\exists x \in \log ^{2} \theta_{0}(x)+\operatorname{HCon}(\alpha)$ is inconsistent, and since
$\alpha+\exists x \in \log ^{2} \theta_{0}(x)$ is consistent then $\alpha+\exists x \in \log ^{2} \theta_{0}(x)+\neg H \operatorname{con}(\alpha)$ must be consistent, in particular $\alpha+\neg H C o n(\alpha)$ is consistent.

This marvelous proof was originated by Adamowicz [2], who proved $I \Delta_{0}+$ $\Omega_{2} \nvdash H C o n\left(I \Delta_{0}+\Omega_{2}\right)$ by model-theoretic methods without basing on Godel's diagomalization lemma.

### 5.2.1 Skolemizing $x \in \log ^{3}$

Let $\Psi_{1}(z, i)=\forall x \leq z \forall y \leq z \forall j<i\{\langle x, y\rangle=z \rightarrow x \geq(i+1) y+1 \wedge$

$$
\left.\wedge \beta(x, y, 0)=4 \wedge \beta(x, y, j+1)=\omega_{1}(\beta(x, y, j))\right\} .
$$

The formula $\Psi_{1}(z, i)$ states that $z$ is a $(\beta)$-code of a sequence whose length is at least $i+1$, and its first term is 4 and every term is the $\omega_{1}$ of its preceding term. So such a sequence looks like: $\left\langle 2^{2}, 2^{2^{2}}, 2^{2^{2^{2}}}, \cdots, 2^{2^{2^{i}}}, \ldots\right\rangle$. (c.f. Chapter 3.)

We can define the cut $\log ^{3}$ as: $x \in \log ^{3} \Longleftrightarrow \exists z \Psi_{1}(z, x)$.
An upper bound for a $\beta$-code of $\left\langle 2^{2}, 2^{2^{2}}, 2^{2^{2^{2}}}, \cdots, 2^{2^{2^{i}}}\right\rangle$ can be like:

$$
\begin{aligned}
& b=i!2^{2^{2^{i}}} \leq 2^{2^{i}} 2^{2^{2^{i}}}, \\
& \quad a \leq i \cdot \prod_{1 \leq j \leq i}(j b+1) \cdot\left(2^{2^{2^{i}}}+i b+1\right) \leq 2^{i} \cdot 2^{2^{i}} \cdot\left(2^{2^{2^{i}}}\right)^{i} \cdot 3 \cdot 2^{2^{2^{i}}} \leq 2^{i} \cdot 2^{2^{i}} \cdot 3 \cdot \\
& 2^{2^{2^{i}}} \cdot 2^{2^{2^{i+1}}}=2^{i} \cdot 2^{2^{i}} \cdot 3 \cdot 2^{2^{2^{i}}} \cdot \omega_{1}\left(2^{2^{2^{i}}}\right) \\
& \quad \text { so } z=\langle a, b\rangle \leq\left(\omega_{1}\left(2^{2^{2^{i}}}\right)\right)^{7} .(\text { c.f. Chapter } 4 .)
\end{aligned}
$$

Similar to lemma 4.1.1 in Chapter 4, it can be shown that:

Lemma 5.2.5 $I \Delta_{0}+\Omega_{1} \vdash \forall z, i\left(z \geq 2^{2^{2^{i}}} \rightarrow \exists x \Psi_{1}(x, i)\right)$

Assume the next axioms of $I \Delta_{0}+\Omega_{1}$ (in addition to $A$ ) are:

A'13. $\forall x \exists y\left(y=\omega_{1}(x)\right)$
$A^{\prime} 14 . \forall x, y \exists z " z=x+y "$
$A^{\prime} 15 . \forall x, y \exists z " z=x \cdot y "$
The formula $y=\omega_{1}(x)$ is bounded, suppose it has the form
$\forall x_{1} \leq \alpha_{1} \exists y_{1} \leq \beta_{1} \cdots \forall x_{m} \leq \alpha_{m} \exists y_{m} \leq \beta_{m} \bar{\theta}\left(x, y, x_{1}, y_{1}, \cdots, x_{m}, y_{m}\right)$.

So the normalized form of $A^{\prime} 13$ is
$\forall x \exists y \forall x_{1} \leq \alpha_{1} \exists y_{1} \leq \beta_{1} \cdots \forall x_{m} \leq \alpha_{m} \exists y_{m} \leq \beta_{m} \bar{\theta}\left(x, y, x_{1}, y_{1}, \cdots, x_{m}, y_{m}\right)$.
Fix the terms $w_{0}=c_{4}$ and $w_{j+1}=f_{1}^{1,13}\left(w_{j}\right)$, for $j \leq i$, where $i \in \log ^{2}$ is given.

Existence of (the codes of) those terms and the set containing them can be shown in a similar way that is shown in Chapter 2.

Recall that $f_{1}^{1,13}$ is the function symbol for $A 13$, so the intended interpretation of $w_{j}$ is, informally speaking, $w_{j+1}=\omega_{1}\left(w_{j}\right)$.

Let $G$ be a finite fragment of $I \Delta_{0}+\Omega_{1}$ containing $A+A^{\prime} 13$ such that lemmas 3.1.1, and 5.2.5 as well as $\operatorname{BME}\left(2^{2^{2^{x}}} \leq y\right)$ and DIV (also the statement $\left.\forall x\left\{x \leq \omega_{1}(x)\right\}\right)$ can be proven in $G$. (c.f. Chapter 4.)

### 5.2.2 The Proof

Let $\alpha$ be a finite subtheory of $I \Delta_{0}+\Omega_{1}$ extending $G$, and take a (non-standard) model $M \models \alpha+\operatorname{HCon}(\alpha)+i \in \log ^{2} \wedge \theta(i)$ where $i \in M$ (we can assume $i$ is non-standard, as for the standard case the result is obvious.)

We will construct a model $K \models \alpha+\exists x \in \log ^{3} \theta(x)$.

Without loss of generality we can assume $\alpha=\left\{T_{1}, \cdots, T_{n}\right\}$, with the Skolem function symbols $\left\{f_{j}^{k, i} \mid 1 \leq i, j, k \leq n\right\}$.

Let $S_{i}^{0}=\left\{c_{0}, \cdots, c_{i}, w_{0}, \cdots, w_{i}\right\}$, and inductively

$$
S_{i}^{u+1}=S_{i}^{u} \cup\left\{f_{j}^{k, i}\left(a_{1}, \cdots, a_{j}\right) \mid 1 \leq i, j, k \leq n ; a_{1}, \cdots, a_{j} \in S_{i}^{u}\right\}
$$

Chapter4.)

The next lemma was actually proved in Chapter 4:

Lemma 5.2.6 For non-standard $i$, there is a non-standard $w$ such that $S_{i}^{w}$ is admissible.

So there is an $\alpha$-evaluation $p$ on $S_{i}^{w}$, for a $w$ whose existence is proved in the previous lemma, in particular $p$ is defined on $K^{\prime}=\bigcup_{k \in \mathbb{N}} S_{i}^{k}$.

Define the equivalence relation $\sim$ on $K^{\prime}$ by $x \sim y \Longleftrightarrow p[x=y]=1$,
and denote its equivalence classes by $[a]=\{b \mid a \sim b\}$.

Let $K=\left\{[a] \mid a \in K^{\prime}\right\}$. Put the $\mathcal{L}$-structure on $K$ by
$K \models \phi\left(\left[a_{1}\right], \cdots,\left[a_{l}\right]\right)$ iff $M \models " p\left[\phi\left(a_{1}, \cdots, a_{l}\right]=1 "\right.$,
for atomic $\phi$ (and $l \leq 3$.)

This is well-defined and the above equivalence holds for open $\phi$ as well.

Moreover if $p$ satisfies all the available Skolem instances of $\varphi$ in $\Lambda^{\prime}$ for an arbitrary $\varphi$, then $K \models \varphi$. Hence we know that $K \models \alpha$ (see Chapter 2.)

Also by lemma 3.1.1 we have $K \models \theta\left(\left[c_{i}\right]\right)$.

Lemma 5.2.7 $K \models \exists z \Psi_{1}\left(z,\left[c_{i}\right]\right)$.

Proof. Let $k$ be the maximum $l \in K$ such that $K \models l \leq\left[c_{i}\right] \wedge 2^{2^{2^{l}}} \leq\left[w_{i}\right]$ (by $\operatorname{BME}\left(2^{2^{2^{x}}} \leq y\right)$ such a $k$ exists). So the sequence $\left\langle 2^{2}, 2^{2^{2}}, \cdots, 2^{2^{2^{k}}}\right\rangle$ has a $\beta$-code in $K$. (By the lemma 5.2.5, $K \models$ "a $\beta$ - code of $\left\langle 2^{2}, 2^{2^{2}}, \cdots, 2^{2^{2^{k}}}\right\rangle$ " $\leq$ $\left.\left\{\omega_{1}\left(\left[w_{i}\right]\right)\right\}^{7}.\right)$

We show $K \models k=\left[c_{i}\right]$.

Suppose $\langle a, b\rangle$ is a $\beta$-code of the above sequence in $K$. Write $a=\left[a^{\prime}\right]$ and $b=\left[b^{\prime}\right]$ for $a^{\prime}, b^{\prime} \in S_{i}^{n_{0}}$ for a natural $n_{0}$.

By lemma 2.2.1, since $\alpha \vdash \forall x, y \exists q, r(x=y q+r \wedge r<y)$, we have

$$
M \models \forall j \leq i \exists q, r^{\prime \prime} p\left[a^{\prime}=q\left(b^{\prime} c_{j+1}+1\right)+r \wedge r \leq b^{\prime} c_{j+1}\right]=1 "
$$

Let the corresponding $q, r$ to $j$ be $q_{j}, r_{j}$.

Moreover since $a^{\prime}, b^{\prime} \in S_{i}^{n_{0}}$ and $c_{j+1} \in S_{i}^{1}$ for $j \leq i$, then $q_{j}, r_{j}$ can be chosen such that $q_{j}, r_{j} \in S_{i}^{n_{0}+n_{1}}$ for a natural $n_{1}$ (given by lemma 2.2.1. Note that by $A^{\prime} 14$ and $A^{\prime} 15$, if $c, d \in S_{i}^{l}$ then $c+d, c \cdot d \in S_{i}^{l+1}$.)

Hence $\left\langle q_{j}, r_{j} ; j \leq i\right\rangle$ is $\Delta_{0}$-definable in $M$.

So $p\left[a^{\prime}=q_{j}\left(b^{\prime} c_{j+1}+1\right)+r_{j} \wedge r_{j} \leq b^{\prime} c_{j+1}\right]=1$, and then
$K \models a=\left[q_{j}\right]\left(b\left[c_{j+1}\right]+1\right)+\left[r_{j}\right] \wedge\left[r_{j}\right] \leq b\left[c_{j+1}\right]$.

By induction on $j \leq k$ (in $M$ ) we show $M \models " p\left[r_{j}=w_{j}\right]=1$ ":

For $j=0$, since $K \models\left[w_{0}\right]=c_{4}=\left[r_{0}\right]$ (by the uniqueness of the division theorem) then $p\left[r_{0}=c_{4}=w_{0}\right]=1$.

For $j+1$, we have $K \models\left[w_{j+1}\right]=\omega_{1}\left(\left[w_{j}\right]\right)$, by the definition of $w \mathrm{~s}$, and since by the induction hypothesis $p\left[r_{j}=w_{j}\right]=1$ then $K \models\left[r_{j}\right]=\left[w_{j}\right]$ so $K \models\left[w_{j+1}\right]=\omega_{1}\left(\left[w_{j}\right]\right)=\omega_{1}\left(\left[r_{j}\right]\right)=\left[r_{j+1}\right]$, hence $p\left[w_{j+1}=r_{j+1}\right]=1$.

In particular $K \models\left[r_{k}\right]=\left[w_{k}\right]$, we also note that $K \models 2^{2^{2^{k}}}=\left[r_{k}\right]$ by the definition of $r_{k}$.

Now if $K \models k<\left[c_{i}\right]$, then $K \models k+1 \leq\left[c_{i}\right]$, so
$K \models 2^{2^{2^{k+1}}}=\omega_{1}\left(2^{2^{2^{k}}}\right)=\omega_{1}\left(\left[r_{k}\right]\right)=\omega_{1}\left(\left[w_{k}\right]\right)=\left[w_{k+1}\right] \leq\left[w_{i}\right]$, contradiction by the choice of $k$. (We note that $G \vdash \forall x\left\{x \leq \omega_{1}(x)\right\}$.)

Thus $K \models k=\left[c_{i}\right]$ and $K \models \Psi_{1}\left(\langle a, b\rangle,\left[c_{i}\right]\right)$.

So $K \models\left[c_{i}\right] \in \log ^{3} \wedge \theta\left(\left[c_{i}\right]\right)$ or $K \models \exists x \in \log ^{3} \theta(x)$. This finishes the proof of the theorem since $\alpha+\exists x \in \log ^{3} \theta(x)$, having a model $K$, is consistent.
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[^0]:    ${ }^{1}$ One of the ideas of this chapter (constructing a model by closing the set $S_{i}^{0}$ under the Skolem functions of $\alpha$ ) was also obtained independently by Adamowicz.
    ${ }^{2}$ Usual Axiomatization of arithmetic (in the literature) is taken to be the axioms of $P A^{-}$ or $Q$ plus the induction axioms (in the case of bounded arithmetic, induction axioms for bounded formulae are taken.)

