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## Logic is . . .

- From the Greek word Logos, translated as "sentence", "discourse", "reason", "rule", and "ratio".
- The study of arguments (Wikipedia) "in the disciplines of philosophy, mathematics, and computer science".
- Logic is for constructing proofs which give us reliable confirmation of the truth of the proven proposition.
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## Mathematical Logic is . . .

- Application of mathematical techniques to logic.
- Mathematical logic (also known as symbolic logic) is a subfield of mathematics with close connections to computer science and philosophical logic. (Wikipedia)
- The field includes both the mathematical study of logic and the applications of formal logic to other areas of mathematics. (Wikipedia)
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## Hilbert's Entscheidungsproblem = Decision Problem

Finding an Algorithm (or Al-Khwarizmi):
Input: A (Mathematical) Statement.
Output: YES (if universally valid) $N O$ (if not always valid).
Computably Decidable set $A$ : an algorithm $\mathcal{P}$ decides on any input $x$ whether $x \in A$ (outputs YES) or $x \notin A$ (outputs NO).


Algorithm: single-input, Boolean-output $(1,0)$

## Hilbert's Entscheidungsproblem = Decision Problem

Finding an Algorithm (or Al-Khwarizmi):
Input:
Output:
YES (if universally valid) $N O$ (if not always valid).
Computably Decidable set $A$ : an aigorithm $\mathcal{P}$ decides on any input $x$ whether $x \in A$ (outputs YES) or $x \notin A$ (outputs NO).


Algorithm: single-input, Boolean-output $(1,0)$

## Hilbert's Entscheidungsproblem = Decision Problem

Finding an Algorithm (or Al-Khwarizmi): Input: A (Mathematical) Statement.
Output: YES (if universally valid) NO (if not always valid).

Computably Decidable set $A$ : an algorithm $\mathcal{P}$ decides on any input $x$ whether $x \in A$ (outputs YES) or $x \notin A$ (outputs NO).


> Algorithm: single-input, Boolean-output $(1,0)$

## Hilbert's Entscheidungsproblem = Decision Problem

Finding an Algorithm (or Al-KhWARIzMI): Input: A (Mathematical) Statement. Output: $\quad$ YES (if universally valid) $N O$ (if not always valid). Computably Decidable set $A$ : an algorithm $\mathcal{P}$ decides on any input $x$ whether $x \in A$ (outputs YES) or $x \notin A$ (outputs NO).


> Algorithm: single-input, Boolean-output $(1,0)$

## Hilbert's Entscheidungsproblem = Decision Problem

Finding an Algorithm (or Al-Khwarizmi):
Input: A (Mathematical) Statement.
Output: $\quad$ YES (if universally valid) $N O$ (if not always valid).
Computably Decidable set $A$ : an algorithm $\mathcal{P}$ decides on any input $x$ whether $x \in A$ (outputs YES) or $x \notin A$ (outputs NO).


> Algorithm: single-input, Boolean-output $(1,0)$

## Hilbert's Entscheidungsproblem = Decision Problem

Finding an Algorithm (or Al-Khwarizmi):
Input: A (Mathematical) Statement.
Output: $\quad$ YES (if universally valid) $N O$ (if not always valid).
Computably Decidable set $A$ : an algorithm $\mathcal{P}$ decides on any input $x$ whether $x \in A$ (outputs YES) or $x \notin A$ (outputs NO).

Algorithm: single-input, Boolean-output ( 1,0 )

## Hilbert's Entscheidungsproblem = Decision Problem

Finding an Algorithm (or Al-Khwarizmi):
Input: A (Mathematical) Statement.
Output: $\quad$ YES (if universally valid) $N O$ (if not always valid).
Computably Decidable set $A$ : an algorithm $\mathcal{P}$ decides on any input $x$ whether $x \in A$ (outputs YES) or $x \notin A$ (outputs NO).

Algorithm: single-input, Boolean-output $(1,0)$



خوارزمى و ميراث علمى وـا





 فرينك ر,










 (1)



## باب هـائلوكونوكن

كني وباقيمانده را ورسه جنر آن مال ضربكتى معدار مال اول بدست
راه حل آن جسنين امت : آگر تهام مال اول را ها بيش از كسر



 است واصل آن يك جهارم است ، بس دو سوم مال برابر امت با با يك


 كنار بگذاري وسبس يك سوم باقيمانده را بردارى، اين بكس بـسوم برابر است باجهار جذر هالJ.



 بنجاموششناست.
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عبارت است از تعداد مردان نوبت اولكى دراين مسـله دومرد است .
ra- اگركسـى بگُويد: مالى امتكه جون آن را در دوسومش
ضربكنى ينج' میشود .
دوسوم جذذ هفتو نيمضربب شود، Tنگاه دوسومرا دردوسوم ضرب
ثى كنى "مى شود جهار نمـم؛ و جهارنهمضرب درهفتونيم مى شودسهو
يك سوم،يسجنـر سه ويكسومعبارتامت از دوسوم جنر مفت ونيم'
بنج، جذر آن را میگیرى بنج مىشود •
مr- اگر كسى بگگيد : مالى است كى خون درسه جنر خودش
خرب شود بنج برابر مال اول مىشود .
راه حل آن جنيناست: چنان است كد كفته باشهد مالى رادرجنـرثُ
ضرب كردم به اندازة بك مال و دوسوم مال اول شد ، يس معدار جذر
اين مال يك درهم ودوسومدرمم است؛ و اصل مال دودرهم وهغت نهم
درهم خو اهد بود .
ابr- اگر كسى بتُويد: مالى امتكه هون بك سوم Tن را كم
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equal to 6 units. I take one-balf of the roots and I multiply the half by itself. I add the product to 6 , and of this sum I take the root. The remainder obtained after subtracting one-half of the roots will designate the first number of girls, and this is two.

## Fifteenth Problem

If from a square I subtract four of its roots and then take one-third of the remainder, finding this equal to four of the roots, the square will be $256 .{ }^{\circ}$ Explanation. Since one-third of the remainder is equal to lour roots, you know that the remainder itself will equal 12 roots. Therefore add this to the four, giving 16 roots. This ( 16 ) is the root of the square.

## Sixteenth Problem

From a square I subtract three of its roots and multiply the remainder by itself; the sum total of this multiplication equals the square.
Explanation. It is evident that the remainder is equal to the root, which amounts to four. The square is 16 .
These now are the sixteen problems which are seen to arise from the former ones, as we have explained. Hence by means of those things which have been set forth you will easily carry through any multiplication that you may wish to attempt in accordance with the art of restoration and opposition.

CHAPTER ON MERCANTILE TRANSACTIONS:
Mercantile transactions and all things pertaining thereto involve two deas and four numbers. ${ }^{4}$ Of these numbers the first is called by the Arabs Almuzahar and is the first one proposed. The second is called Alszian, and recognized as second by means of the first. The third, Almuhen, is unknown. The fourth, Alchemon, is obtained by means of the first and second. Further, these four numbers are so related that the first of them, the measure, is inversely proportional to the last, which is cost. Moreover, three of these numbers are always given or known and the fourth is unknown, and this




'The famous 'rule of three' is the subject of discumion in this chapter.
The two ideses appear to be the notions of quastity and cost; the four numbers represent
unit of measure and price per unit, quantity dosired and coat of the mame. These four techaical


## Coding Mathematics

## How to write (code) mathematical statements (as input strings)?

Example from Al-Khwarizmi: If from a square, I subtract four of its roots and then take one-third of the remainder, finding this equal to four of the roots, the square will be 256 .


More Modern: $\forall x\left[\frac{1}{3}\left(x^{2}-4 x\right)=4 x \longrightarrow x^{2}=256\right]$.
This holds in the domain $\mathbb{N}-\{0\}=\{1,2,3, \ldots\}$ (but not in $\mathbb{N}$ ).
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## Computing the Solution

## Khwarizmi's Explanation:

Since one-third of the remainder is equal to four roots, you know that the remainder itself will equal 12 roots. Therefore, add this to the four, giving 16 roots. This (16) is the root of the square.
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## Contents

## Preface

By the development of new fields and applications, such as Automated Theorem Proving and Logic Programming, Logic has obtained a new and important role in Computer Science. The traditional mathematical way of dealing with Logic is in some respect not tailored for Computer Science applications. This book emphasizes such Computer Science aspects in Logic. It arose from a series of lectures in 1986 and 1987 on Computer Science It arose from a series of lectures in 1986 and 1987 on Computer Science
Logic at the EWH University in Koblenz, Germany. The goal of this lecLogic at the EWH University in Koblenz, Germany. The goal of this lecture series was to give the undergraduate student an early and theoretically
well-founded access to modern applications of Logic in Computer Science.

A minimal mathematical basis is required, such as an understanding of the set theoretic notation and knowledge about the bsaic mathematical proof techniques (like induction). More sophisticated mathematical knowlodge is not a precondition to read this book. Acquaintance with some conventional programming language, like PASCAL, is assumed.

Several people helped in various ways in the preparation process of the original German version of this book: Johannes Köbler, Eveline and Rainer Schuler, and Hermann Engesser from B.I. Wissenschaftsverlag.

Regarding the English version, I want to express my deep gratitude to Prof. Ronald Book. Without him, this translated version of the book would not have been possible.
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## Introduction

Formal Logic investigates how assertions are combined and connected, how theorems formally can be deduced from certain axioms, and what kind of object a proof is. In Logic there is a consequent separation of syntactical notions (formulas, proofs) - these are essentially strings of symbols built up according to certain rules - and semantical notions (truth values, models) according to certain rules - and semantical notions (truth values, models)

- these are "interpretations", assignments of "meanings" to the syntactical - these are
objects.

Because of its development from philosophy, the questions investigated in Logic were originally of a more fundamental character, like: What is truth? What theories are axiomatizable? What is a model of a certain axiom system?, and so on. In general, it can be said that traditional Logic is oriented to fundamental questions, whereas Computer Science is interested in what is programmable. This book provides some unification of both aspects.

Computer Science has utilized many subfields of Logic in areas such as program verification, semantics of programming languages, automated theorem proving, and logic programming. This book concentrates on those aspects of Logic which have applications in Computer Science, especially theorem proving and logic programming. From the very beginning, education in Computer Science supports the idea of strict separation between syntax and semantics (of programming languages). Also, recursive definitions, equations and programs are a familiar thing to a first year Computer Science student. This book is oriented in its style of presentation to this style.

In the first Chapter, propositional logic is introduced with emphasis on the resolution calculus and Horn formulas (which have their particular Computer Science applications in later sections). The second Chapter introduces the predicate logic. Again, Computer Science aspects are emphasized, like undecidability and semi-decidability of predicate logic, Herbrand's the-
ory, and building upon this, the resolution calculus (and its refinements) for predicate logic is discussed. Most modern theorem proving programs for predicate logic is discussed. Most modern theorem proving
are

The third Chapter leads to the special version of resolution (SLDresolution) used in logic programming systems, as realized in the logic programming language PROLOG ( $=$ Programming in Logic). The idea of this book, though, is not to be a programmer's manual for PROLOG. Rather, the aim is to give the theoretical foundations for an understanding of logic programming in general.

Exercise 1: "What is the secret of your long life?" a centenarian was asked. "I strictly follow my diet: If I don't drink beer for dinner, then I always have fish. Any time I have both beer and fish for dinner, then I do without ice cream. If I have ice cream or don't have beer, then I never eat fish." The questioner found this answer rather confusing. Can you simplify it?

Find out which formal methods (diagrams, graphs, tables, etc.) you used to solve this Exercise. You have done your own first steps to develop a Formal Logic!
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$$
\begin{aligned}
& \qquad B=\text { beer } \quad F=\text { fish } I=\text { ice cream } \\
& \text { If I don't drink beer for dinner, then I always have fish. } \\
& \neg B \rightarrow I \\
& \text { Any time I have both beer and fish for dinner, then I do without } \\
& \text { ice cream. } \\
& \text { If I have ice cream or don't have beer, then I never eat fish. }
\end{aligned}
$$
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## Proving or Computing?

$$
B=\text { beer } \quad F=\text { fish } \quad I=\text { ice cream }
$$

If I don't drink beer for dinner, then I always have fish.

$$
\neg B \rightarrow F
$$

Any time I have both beer and fish for dinner, then I do without ice cream.

$$
B \wedge F \rightarrow \neg I
$$

If I have ice cream or don't have beer, then I never eat fish.

$$
I \vee \neg B \rightarrow \neg F
$$

## The Mathematical Analysis of Logic

Being an Essay Towards a Calculus of
Deductive Reasoning

George Boole

$$
\begin{array}{ll}
\text { All Ys are Xs, } & \begin{array}{c}
y=v x \\
\text { No Zs are Ys, } \\
0
\end{array} \\
\cline { 2 - 3 } & 0=v y \\
\hline
\end{array}
$$

$\therefore$ Some Ys are not Zs

THE MATHEMATICAL ANALYSIS

OF LOGIC,

BEING AN ESSAY TOWARDS A CALCULUS OF DEDUCTIVE REASONING.

BY GEORGE BOOLE.

[^0]CAMBRIDGE:
MACMILLAN, BARCLAY, \& MACMILLAN ; LONDON: GEORGE BELL.
$\overline{1847}$
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## Proving or Computing?

| $B$ | $F$ | $I$ | $\neg B \rightarrow F$ | $B \wedge F \rightarrow \neg I$ | $I \vee \neg B \rightarrow \neg F$ | $\varphi$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 | 1 | 1 | 0 |
| 0 | 0 | 1 | 0 | 1 | 1 | 0 |
| 0 | 1 | 0 | 1 | 1 | 0 | 0 |
| 0 | 1 | 1 | 1 | 1 | 0 | 0 |
| 1 | 0 | 0 | 1 | 1 | 1 | 1 |
| 1 | 0 | 1 | 1 | 1 | 1 | 1 |
| 1 | 1 | 0 | 1 | 1 | 1 | 1 |
| 1 | 1 | 1 | 1 | 0 | 0 | 0 |
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## Proving or Computing?

| $B$ | $F$ | $I$ | $\neg B \rightarrow F$ | $B \wedge F \rightarrow \neg I$ | $I \vee \neg B \rightarrow \neg F$ | $\varphi$ |
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## Proving or Computing?

| $B$ | $F$ | $I$ | $\neg B \rightarrow F$ | $B \wedge F \rightarrow \neg I$ | $I \vee \neg B \rightarrow \neg F$ | $\varphi$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
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| 1 | 0 | 1 | 1 | 1 | 1 | 1 |
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$(B \wedge \neg F \wedge I) \vee$

## Proving or Computing?

| $B$ | $F$ | $I$ | $\neg B \rightarrow F$ | $B \wedge F \rightarrow \neg I$ | $I \vee \neg B \rightarrow \neg F$ | $\varphi$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | 0 | 1 | 1 | 1 | 1 |
| 1 | 0 | 1 | 1 | 1 | 1 | 1 |
| 1 | 1 | 0 | 1 | 1 | 1 | 1 |
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$(B \wedge \neg F \wedge \neg I) \vee$
$(B \wedge \neg F \wedge I)$
$(B \wedge F \wedge \neg I)$
$\mathcal{S} \alpha \epsilon \epsilon \partial \mathcal{S} \alpha \ell \hbar \tau$. ir

## Proving or Computing?

| $B$ | $F$ | $I$ | $\neg B \rightarrow F$ | $B \wedge F \rightarrow \neg I$ | $I \vee \neg B \rightarrow \neg F$ | $\varphi$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | 0 | 1 | 1 | 1 | 1 |
| 1 | 0 | 1 | 1 | 1 | 1 | 1 |
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| $B$ | $F$ | $I$ | $\neg B \rightarrow F$ | $B \wedge F \rightarrow \neg I$ | $I \vee \neg B \rightarrow \neg F$ | $\varphi$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | 0 | 1 | 1 | 1 | 1 |
| 1 | 0 | 1 | 1 | 1 | 1 | 1 |
| 1 | 1 | 0 | 1 | 1 | 1 | 1 |

$\varphi \equiv$
$(B \wedge \neg F \wedge \neg I) \vee$
$(B \wedge \neg F \wedge I) \vee$
$(B \wedge F \wedge \neg I)$

## Proving or Computing?

| $B$ | $F$ | $I$ | $\neg B \rightarrow F$ | $B \wedge F \rightarrow \neg I$ | $I \vee \neg B \rightarrow \neg F$ | $\varphi$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | 0 | 1 | 1 | 1 | 1 |
| 1 | 0 | 1 | 1 | 1 | 1 | 1 |
| 1 | 1 | 0 | 1 | 1 | 1 | 1 |

$$
\begin{aligned}
& \varphi \equiv \\
& (B \wedge \neg F \wedge \neg I) \vee \\
& (B \wedge \neg F \wedge I) \vee \\
& (B \wedge F \wedge \neg I) \\
& \equiv(B \wedge \neg F) \vee(B \wedge F \wedge \neg I) \equiv B \wedge(\neg F \vee[F \wedge \neg I]) \equiv B \wedge(\neg F \vee \neg I)
\end{aligned}
$$

## Proving or Computing?

| $B$ | $F$ | $I$ | $\neg B \rightarrow F$ | $B \wedge F \rightarrow \neg I$ | $I \vee \neg B \rightarrow \neg F$ | $\varphi$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | 0 | 1 | 1 | 1 | 1 |
| 1 | 0 | 1 | 1 | 1 | 1 | 1 |
| 1 | 1 | 0 | 1 | 1 | 1 | 1 |

$$
\begin{aligned}
& \varphi \equiv \\
& (B \wedge \neg F \wedge \neg I) \vee \\
& (B \wedge \neg F \wedge I) \vee \\
& (B \wedge F \wedge \neg I) \\
& \equiv(B \wedge \neg F) \vee(B \wedge F \wedge \neg I) \equiv B \wedge(\neg F \vee[F \wedge \neg I]) \equiv B \wedge(\neg F \vee \neg I) \\
& \quad \varphi \equiv B \wedge \neg(F \wedge I)
\end{aligned}
$$
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## Axiom / Axiomatic / Axiomaitze
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## Algebraic Axiomatizing "The Laws of Thought"

## Language: $\perp, \top \neg \quad \wedge, \vee \equiv$



Denorgan:

$$
p \vee p \equiv p
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## Algebraic Axiomatizing "The Laws of Thought"

## Language: $\perp,\rceil \neg \wedge, \vee \equiv$



$$
\begin{aligned}
& p \vee p \equiv p \\
& p \vee q \equiv q \vee p
\end{aligned}
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DoMorgan:


## Algebraic Axiomatizing "The Laws of Thought"

## Language: $\perp, \top \neg \wedge, \vee \equiv$



$$
\begin{aligned}
& p \vee p \equiv p \\
& p \vee q \equiv q \vee p \\
& p \vee(q \vee r) \equiv(p \vee q) \vee r
\end{aligned}
$$

## Algebraic Axiomatizing "The Laws of Thought"

## Language: $\perp, \top \neg \wedge, \vee \equiv$



$$
\begin{aligned}
& p \vee p \equiv p \\
& p \vee q \equiv q \vee p \\
& p \vee(q \vee r) \equiv(p \vee q) \vee r
\end{aligned}
$$

Negation
DeMorgan:

## Algebraic Axiomatizing "The Laws of Thought"

## Language: $\perp, \top \neg \wedge, \vee \equiv$

$$
\begin{array}{ll}
\text { Idempotence: } & p \wedge p \equiv p \\
\text { Commutativity: } & p \wedge q \equiv q \wedge p \\
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